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**What is a Constraint?**

Constraints surround us in our everyday life and to reason about them is crucial for our society to work. Some constraints known to all of us are:

- Two lectures cannot overlap in time.
- I must have 20 kr to take the bus in Uppsala.
- The coding starts when the specification is finished.
- I must be at the airport 2 hours before departure.
- I must study for the exam if and only if I shall pass the exam.

**Combinatorial Problems**

A combinatorial problem can usually be thought of as trying to find a certain combination of assignments to variables such that they satisfy a set of properties.

Such properties can be specified by a set of constraints on the variables.

**The Map Colouring Problem**

Given are:

- A map over a number of countries.
- A set of colours.
- A positive integer $q$.

**Problem:** Colour the countries of the map in such a way that

1. no two adjacent countries have the same colour.
2. at most $q$ colours are used.

**Combination Optimisation Problems**

Sometimes an assignment that (in addition to satisfying a set of properties) maximises/minimises a given expression is needed. Such problems are called combinatorial optimisation problems.

**The Map Colouring Problem (continued)**

A concrete example...

- Map over the Nordic countries.
- The set of colours \{blue, green, purple, red, yellow\}
- $q = 3$

**The Map Colouring Problem (continued)**

A concrete example...

- Map over the Nordic countries.
- The set of colours \{blue, green, purple, red, yellow\}
- $q = 3$

... and a solution.
## The Wine Tasting Session Problem

**Given are:**
- A set \( W \) of wines.
- A set \( T \) of wine-tasters.

**Problem:** Construct an assignment of wines to tasters such that:
1. Each wine-taster tastes exactly \( q \) different wines.
2. Each wine is tasted by exactly \( r \) different wine-tasters.
3. Each pair of different wines is tasted by exactly \( m \) different tasters.

## Elements to Consider

**Domains** (sets of values), e.g., \( \mathbb{Z}, \mathbb{R}, \{1, 2, 3, 4, 5\} \). Most common type is (finite) subsets of \( \mathbb{Z} \).

**Variables** that range over domains, e.g., \( v \in \{1, 2, 3, 4, 5\} \) denotes that \( v \) can take any discrete value from 1 to 5.

**Constraints** that define a set of valid combinations of values for a set of variables. E.g., the set of valid combinations for \( x < y \), where \( x, y \in \{1, 2, 3\} \), is \( \{(1, 2), (1, 3), (2, 3)\} \).

**Search methods** that specify how to instantiate the variables.

The trick is to combine these elements for a particular problem!
Example 1 (continued)

Domains: \{0, \ldots, 9\}

Variables: \(s, e, n, d, m, o, r, y \in \{0, \ldots, 9\}\)

Constraints:

\[
\begin{align*}
& s \neq e, s \neq n, s \neq d, y \neq m, y \neq o, y \neq r, \\
& 1000 \times s + 100 \times e + 10 \times n + d + \\
& 1000 \times m + 100 \times o + 10 \times r + e = \\
& 10000 \times m + 1000 \times o + 100 \times n + 10 \times e + y, \\
& s \neq 0, \\
& m \neq 0
\end{align*}
\]

The above is then a constraint-based model of the problem.

Solving the Problem: First Attempt

We need to find a solution, i.e., an assignment to the variables \(s, e, n, d, m, o, r, y\) from the domain \(\{0, \ldots, 9\}\) such that all the constraints are satisfied.

A simple and naïve way of doing this is generate and test: Try all combinations of assignments in some systematic way until a satisfying one is found.

This is very inefficient! There are \(10^9\) such combinations which makes the search tree huge.

And this is just a toy problem!

Solving the Problem: Second Attempt

In a constraint programming framework, the constraints are active entities that try to remove values from the variables and thus exclude certain combinations automatically.

This is equivalent to removing branches in a search tree, shrinking the search space drastically.

For instance, the constraints \(s \neq 0\) and \(m \neq 0\) may prevent \(s\) and \(m\) from taking the value 0 before any search has started.

Constraint Propagation

Constraint propagation means reasoning about the properties of a constraint and how that affects its variables.

A value of a variable that does not fulfill a given property may be removed.

As an example, are there any values in \(x, y \in \{1, \ldots, 3\}\) that may be removed given the constraint \(x < y\)?

Constraint Store

Being initially empty, the basic operation is to add constraints to it. This is called telling or posting.
Consistent vs. Inconsistent Constraints

Given \( x, y, z \in \{0, 1, \ldots, 10\} \):
- the constraint \( x + y = z \) is consistent.
- the constraint \( x < y \) is inconsistent.

Question: How can we make an inconsistent constraint consistent?

Answer: Remove the values that make it inconsistent!

Example 2: Consistency

Consider the variables \( x, y \) each with the domain \( \{0, 1, \ldots, 10\} \) and the single constraint:
\[
x + y = z
\]
For any variable \( \text{var} \in \{x, y, z\} \) and any value \( \text{val} \in \{0, 1, \ldots, 10\} \) there is a solution to the constraint that includes \( \text{var} = \text{val} \).

Example 2 (continued)

\( x, y, z \in \{0, 1, \ldots, 10\}, x + y = z \)
- For any value of \( x \), set \( y \) to 0 and \( z \) to \( x \).
- For any value of \( y \), set \( x \) to 0 and \( z \) to \( y \).
- For any value of \( z \), set \( x \) to 0 and \( y \) to \( z \).

Example 3: More Consistency

Consider again the variables \( x, y \) each with the domain \( \{0, 1, \ldots, 10\} \). Now with the single constraint:
\[
x < y
\]
For any variable \( \text{var} \in \{x, y\} \) and any value \( \text{val} \in \{0, 1, \ldots, 10\} \) there is a solution to the constraint that includes \( \text{var} = \text{val} \).

Example 3 (continued)

\( x, y \in \{0, 1, \ldots, 10\}, x < y \)
- If \( x = 10 \) there is no value for \( y \) such that \( x < y \).
- If \( y = 0 \) there is no value for \( x \) such that \( x < y \).

Consistent vs. Inconsistent Constraints

- Given \( x, y, z \in \{0, 1, \ldots, 10\} \):
  - the constraint \( x + y = z \) is consistent.
  - the constraint \( x < y \) is inconsistent.
- Question: How can we make an inconsistent constraint consistent?
- Answer: Remove the values that make it inconsistent!

Removing the Inconsistent Values

\( x, y \in \{0, 1, \ldots, 10\}, x < y \)

The inconsistent values are: \( x = 10 \) and \( y = 0 \).
By removing them, we obtain the following domains:
- \( x \in \{0, \ldots, 9\} \)
- \( y \in \{1, \ldots, 10\} \)
And with respect to these domains the constraint \( x < y \) is consistent!
Now What About the Other Constraint?

\[ x \in \{0, \ldots, 9\}, y \in \{1, \ldots, 10\}, z \in \{0, \ldots, 10\}; x + y = z \]

Is this still consistent given the new domains?

**No!** If \( z = 0 \) there are no values for \( x \) and \( y \) such that \( x + y = z \).

By again removing any inconsistent value we end up with the domains \( x \in \{0, \ldots, 9\}, y \in \{1, \ldots, 10\} \) and \( z \in \{1, \ldots, 10\} \).

---

**Example 4: Propagators and the Store**

Initial state of the store:

- \( x \in \{0, \ldots, 9\} \)
- \( y \in \{1, \ldots, 10\} \)
- \( z \in \{1, \ldots, 10\} \)
- \( x + y = z \)
- \( x < y \)

Propagating \( x + y = z \) results in no change to the store:

- \( x \in \{0, \ldots, 9\} \)
- \( y \in \{1, \ldots, 10\} \)
- \( z \in \{0, \ldots, 10\} \)
- \( x + y = z \)
- \( x < y \)

Propagating \( x < y \) changes the store:

- \( x \in \{0, \ldots, 9\} \)
- \( y \in \{1, \ldots, 10\} \)
- \( z \in \{0, \ldots, 10\} \)
- \( x + y = z \)
- \( x < y \)

Which in turn activates \( x + y = z \) again:

- \( x \in \{0, \ldots, 9\} \)
- \( y \in \{1, \ldots, 10\} \)
- \( z \in \{1, \ldots, 10\} \)
- \( x + y = z \)
- \( x < y \)

Final state of the store:

- \( x \in \{0, \ldots, 9\} \)
- \( y \in \{1, \ldots, 10\} \)
- \( z \in \{0, \ldots, 10\} \)
- \( x + y = z \)
- \( x < y \)

---

**Propagators**

- A constraint is represented by one or more **propagators**.
- An activated propagator narrows the domains of the variables until its constraint is consistent.
- Propagators are activated by the constraint store.
- Activation of a propagator may (re)activate other propagators.

**Entailed Constraints**

If a constraint will stay **consistent** no matter what is done to its variables' domains we say that it is **entailed**.

For example, given \( x \in \{1, \ldots, 3\} \) and \( y \in \{4, \ldots, 6\} \), the constraint \( x < y \) is entailed since any assignment to \( x \) and \( y \) satisfies it and this is also true for any subsets of the domains of \( x \) and \( y \).
Failed Constraints

If a constraint will stay inconsistent no matter what is done to its variables’ domains we say that it is failed.

For example, given \( x \in \{4, \ldots, 6\} \) and \( y \in \{1, \ldots, 4\} \), the constraint \( x < y \)
is failed since no assignment to \( x \) and \( y \) satisfies it.

More About the Constraint Store

The constraint store activates the propagators of all the constraints until no more domain narrowing is possible.

When this is the case we say that a fixed point has been reached.

An entailed constraint is removed from the store.

A failed constraint signals failure to solve the problem.

Consistency is Not Enough

• We usually need to introduce more information in the constraint store to solve a problem.

• We do this by searching for assignments of values to variables.

• Let us take a look at backtrack search in the presence of a constraint store.

Search

A classical search procedure:

While there is at least one variable with a non-singleton domain:

Pick a variable \( x \) whose domain \( D \) has at least 2 elements.

Pick a value \( d \in D \).

Post an additional constraint, called a decision, e.g., \( x = d \), or \( x \neq d \), or \( x > d \), or \( x \leq d \).

Backtrack Search for \( x < y \) with Constraint Store

Some values are removed even before search starts:

Adding the constraint \( x = 1 \) to the store:

The next choice is \( x = 2 \) since \( x = 1 \) was already removed:
The next choice is $x = 3$:

Upon backtrack the changes to the store are undone:

Now the next choice for $x$ is 2:

The propagator of $x < y$ is activated and $y = 3$ is the only choice:

We backtrack again:

And the last value for $x$ was already removed by the propagator of $x < y$.

The query:

```prolog
| ?- X in 1..3, Y in 1..3, X #< Y.
```

gives the answer:

```prolog
X in 1..2,
Y in 2..3 ?
```

Adding the constraint $X = 1$:

```prolog
| ?- X in 1..3, Y in 1..3, X #< Y, X = 1.
```

gives the answer:

```prolog
X = 1,
Y in 2..3 ?
```
In SICStus Prolog

Adding the constraint \( Y = 2 \):

\[
| ?- X \in 1..3, Y \in 1..3, X \neq Y, X = 1, Y = 2. 
\]
gives the expected answer:

\[
X = 1, \quad Y = 2 ?
\]

In SICStus Prolog

Search until a solution with the labeling/2 predicate:

\[
| ?- X \in 1..3, Y \in 1..3, X \neq Y, \text{labeling([]), [X,Y]).}
\]
gives us directly:

\[
X = 1, \quad X = 1, \quad X = 2, \quad Y = 2 ?; \quad Y = 3 ?
\]

In SICStus Prolog

Global Constraints

- A basic constraint operates on a fixed number of variables.
  Examples: \( x < y \) or \( x \neq y \) operates on 2 variables.

- A global constraint is stated on any number of variables.
  Examples: \( \text{all_different}([x_1, x_2, x_3, x_4]) \) operates on \( n = 4 \) variables which must take different values.
  \( \text{at_most}(n, e, [x_1, x_2, x_3, x_4]) \) requires that there are at most \( n \) occurrences of \( e \) in the list of 4 variables.

Global Constraints

Back to Send More Money

Remember our model:

Variables: \( s, e, n, d, m, o, r, y \in \{0, \ldots, 9\} \)

Constraints:

\[
\begin{align*}
& s \neq e, s \neq n, s \neq d, \ldots, y \neq m, y \neq o, y \neq r, \\
& 1000 \times s + 100 \times e + 10 \times n + d \\
& + 1000 \times m + 100 \times o + 10 \times r + e \\
& = 10000 \times s + 1000 \times o + 100 \times n + 10 \times e + y, \\
& s \neq 0, \\
& m \neq 0
\end{align*}
\]

Send More Money in SICStus Prolog

Adding the constraint \( X = 2 \):

\[
| ?- X \in 1..3, Y \in 1..3, X \neq Y, X = 2. 
\]
gives the answer:

\[
X = 2, \quad Y = 3 ?
\]

More Powerful (Global) Constraints

- Constraints remove branches of the search tree.
- Removing branches as high up in the search tree as possible is often preferred.
- Constraint programming relies heavily on the notion of global constraints.

The \( \text{all_different}([x_1, x_2, x_3, x_4]) \) Constraint

Semantically the constraint is the same as the \( \frac{n(n-1)}{2} = 6 \) basic constraints:

\[
x_1 \neq x_2, x_1 \neq x_3, x_1 \neq x_4, x_2 \neq x_3, x_2 \neq x_4, x_3 \neq x_4
\]

Operationally it is much more effective in removing inconsistent values from the variables due to its more global scope.

Example: Consider the domains \( x_1 \in \{2,3\}, x_2 \in \{2,3\}, x_3 \in \{1,3\}, x_4 \in \{1,2,3,4\} \)
Declaring the Variables

```prolog
:- use_module(library(clpfd)).

smm([S,E,N,D,M,O,R,Y]) :- domain([S,E,N,D,M,O,R,Y], 0, 9),
  S #\= E, S #\= N, S #\= D, S #\= M, S #\= O, S #\= R, S #\= Y,
  E #\= N, E #\= D, E #\= M, E #\= O, E #\= R, E #\= Y,
  C3 #\= S + E + N + D + M + O + R + Y,
  C2 #\= 1000*S + 100*E + 10*N + D + M + O + R + Y,
  C1 #\= 10000*C3 + 1000*C2 + 100*C1 + 10*S + E + N + D + M + O + R + Y,
  D #\= O + R + Y,
  1000*C3 + 1000*C2 + 100*C1 + 10*S + E + N + D + M + O + R + Y,
  S #\= 0, M #\= 0,
  labeling([], [S,E,N,D,M,O,R,Y]).
```

Running Send More Money

```prolog
| ?- smm([S,E,N,D,M,O,R,Y]).
D = 7,
E = 5,
M = 1,
N = 6,
O = 0,
R = 8,
S = 9,
Y = 2 ? ;
no
% source_info
| ?-
```

Searching for a Solution

```prolog
:- use_module(library(clpfd)).

smm(
```prolog
S,E,N,D,M,O,R,Y
```prolog
) :- domain(
```prolog
S,E,N,D,M,O,R,Y
```prolog
, 0, 9),
```prolog
S #\= E, S #\= N, S #\= D, S #\= M, S #\= O, S #\= R, S #\= Y,
```prolog
E #\= N, E #\= D, E #\= M, E #\= O, E #\= R, E #\= Y,
```prolog
C3 #\= S + E + N + D + M + O + R + Y,
C2 #\= 1000*S + 100*E + 10*N + D + M + O + R + Y,
C1 #\= 10000*C3 + 1000*C2 + 100*C1 + 10*S + E + N + D + M + O + R + Y,
D #\= O + R + Y,
1000*C3 + 1000*C2 + 100*C1 + 10*S + E + N + D + M + O + R + Y,
S #\= 0, M #\= 0,
labeling([], [S,E,N,D,M,O,R,Y]).
```

Send More Money: Another Model?

- A given problem can usually be modelled in different ways.
- Different models may imply different performance.

Carry Model in SICStus Prolog

```prolog
:- use_module(library(clpfd)).

smm([S,E,N,D,M,O,R,Y]) :- domain([S,E,N,D,M,O,R,Y], 0, 9),
  domain([C1,C2,C3], 0, 1),
  all_different([C1,C2,C3]),
  C1 #\= S + R + 10*C2 + E,
  C2 #\= E + O + 10*C3 + N,
  C3 #\= S + R + 10*M + O,
  S #\= 0, M #\= 0,
  labeling([], [S,E,N,D,M,O,R,Y]).
```
Evaluation of the Different Models

- Number of backtracks in labeling for the model with one equation: 1
- Number of backtracks in labeling for the model with carry variables: 3

So should we always try to not use carry variables?

Example 5: NQueens

Given is a chess board and 8 queens. Find a way to place the 8 queens on the chess board such that no two queens attack each other following the rules of chess.

![Chess board with 8 queens](image)

Example 5: Generalisation

The problem can be generalised to that of finding a way to place \( n \) queens on an \( n \times n \) chess board with the same conditions:

1. No two queens on the same row.
2. No two queens on the same column.
3. No two queens on the same NorthWest – SouthEast diagonal.
4. No two queens on the same NorthEast – SouthWest diagonal.

Example 6: A Possible Model

We let \( q_i \) denote the row of the queen placed in column \( i \). Then we may state the constraints as follows:

**Variables:** \( q_1, \ldots, q_n \in \{1, \ldots, n\} \)

**Constraints:**
1. \( \forall i \neq j \in \{1, \ldots, n\} : q_i \neq q_j \)
2. Already handled by the choice of variables.
3. \( \forall i < j \in \{1, \ldots, n\} : q_i - i \neq q_j - j \)
4. \( \forall i < j \in \{1, \ldots, n\} : q_i - j \neq q_j - i \)

Example 6: Magic Square

A magic square of order \( n \) is an \( n \times n \) matrix containing the numbers 1 to \( n^2 \) with each row, column and main diagonal equal the same sum.

A magic square of order 4

```
8 11 6 9
13 7 10 4
12 14 3 5
1 2 15 10
```

where each row, column and main diagonal sum up to 34.
Example 7: Round-Robin Tournament Scheduling

The problem is to schedule games between \( n \) teams over \( n - 1 \) weeks. Each week is divided into \( n/2 \) periods. We want to find a schedule of play for the \( n \) teams such that the following constraints are satisfied:

1. Every team plays exactly once a week.
2. Every team plays at most two times in the same period over all weeks.
3. Every team plays every other team exactly once.

More constraints could be added:

- Each team plays home and away equal number of times. (Double Round-Robin Tournaments)
- Teams \( x \) and \( y \) cannot play directly after \( x \) played \( z \).
- . . .

<table>
<thead>
<tr>
<th>Week</th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 vs. 1</td>
<td>0 vs. 2</td>
<td>4 vs. 7</td>
<td>3 vs. 6</td>
</tr>
<tr>
<td>2</td>
<td>2 vs. 3</td>
<td>1 vs. 7</td>
<td>0 vs. 3</td>
<td>5 vs. 7</td>
</tr>
<tr>
<td>3</td>
<td>4 vs. 5</td>
<td>3 vs. 5</td>
<td>1 vs. 6</td>
<td>0 vs. 4</td>
</tr>
<tr>
<td>4</td>
<td>6 vs. 7</td>
<td>4 vs. 6</td>
<td>2 vs. 5</td>
<td>1 vs. 2</td>
</tr>
</tbody>
</table>

Example 7: A Solution with 8 Teams

Airline-Crew Rostering

The problem is to create in-flight crew schedules for a major airline. A crew consists of pilots, stewards, flight attendants, . . .

Frequent conditions are:
- Keeping the same crew intact throughout a given period.
- Some people cannot work together.
- Respecting crews’ “biddings” as much as possible.
- Minimisation of hotel stays.
- Minimisation of crew transportation from destination to their base. (You want them to work their way home as well.)
- . . .

Constraints Course in Period 4

- Modelling and solving problems.
- Search and optimisation.
- Theory of constraint satisfaction.
- Implementation of constraint solvers.
- Global constraints.

Sign up today! :-)

http://www.it.uu.se/edu/course/homepage/constech