
Uppsala University Bernhard M�ullerDepartment of Information Te
hnology tel. 018-4712975Division of S
ienti�
 ComputingExamination in Analysis of Numeri
al Methods2005-12-14Time: 9.00-14.00 h.Tools: Beta Mathemati
s Handbook.Maximum number of points is 30. To get full points you must show your 
omputations in detail andmotivate your assumptions.1. Consider the PDE problem 8<: ut + aux = 0 x 2 [0; 1℄; t � 0;u(x; 0) = f(x); x 2 [0; 1℄;u(0; t) = u(1; t); t � 0; (1)where a is 
onstant. We want to solve (1) with the Lax-Wendro� s
hemevn+1j � vnjk + avnj+1 � vnj�12h ��a2k2 � vnj+1 � 2vnj + vnj�1h2 = 0 : (2)a) Show that the Lax-Wendro� s
heme (2) is se
ond order a

urate in spa
e and time.b) Prove that the Lax-Wendro� s
heme (2) is stable, if the CFL 
ondition j�j = jakh j � 1 issatis�ed. When is the Lax-Wendro� s
heme (2) 
onvergent? (6p)2. Consider the Lax-Wendro� s
heme (2) with the boundary 
ondition� vn+10 = 2vn+11 � vn+12 ;vn+1N = 0 (3)dis
retizing homogeneous Neumann and Diri
hlet boundary 
onditions, respe
tively. When isthe s
heme (2) with the boundary 
onditions (3) stable? You may use results from task 1.Hint: For the roots �1 and �2 of the 
hara
teristi
 equation, you may assume that j�1j < 1 andj�2j > 1 for jzj > 1. (6p)3. Waves in shallow water are governed by the shallow water equations. We 
onsider the 1D shallowwater equations for a 
at bottom:� hhu �t +� huhu2 + 12gh2 �x = 0 ; (4)where h here is the water depth, u the 
uid velo
ity, and g � 10ms2 the gravitational 
onstant.1



a) The 1D shallow water equations (4) are written as a 
onservation law. Express the 1Dshallow water equations (4) as a nonlinear system Vt + B(V)Vx = 0 with V = [h; u℄T .Linearize that nonlinear system around a 
onstant water depth H and a 
onstant velo
ityU .b) Show that the linearized 1D shallow water equations� bv �t +� U Hg U �� bv �x = 0 ; (5)where b and v denote water depth and velo
ity perturbations, respe
tively, form a hyper-boli
 system, i.e. that the 
oeÆ
ient matrix de�ned by (5) has real eigenvalues and isdiagonalizable. What are the slopes of the 
hara
teristi
s? Motivate whi
h quantities are
onstant along them?
) Suppose we want to solve the linearized 1D shallow water equations (5) for H = 1000 mand U = 0 ms with the initial 
onditions v(x; 0) = 0 ms andb(x; 0) = � 10m if jxj < 10m0m if jxj > 10m (6)modeling the initial 
onditions of a tsunami. v des
ribes the 
uid velo
ity in initiallyquies
ent water and b the water height above the water surfa
e. Sket
h the 
hara
teristi
sand 
onstru
t the exa
t solution. When will the tsunami rea
h a 
oast, whi
h is 1000 kmaway from its origin? (6p)4. a) Show that the Lax-Wendro� s
heme (2) for the one-way wave equation ut+aux = 0, wherea is 
onstant, is not total variation diminishing, if jajkh < 1.Hint: Che
k the total variation after one time step for a dis
ontinuity.b) Suppose the invis
id Burgers' equation in the formut + 13 �uux + (u2)x� = 0 ; 0 � x � 1 ;with periodi
 boundary 
onditions is dis
retized in spa
e by the 
entral di�eren
e operatorD0. The resulting semidis
retization be
omes(vj)t + 13 �vjD0vj +D0(v2j )� = 0 ; (7)where vj = vj(t) is 
ontinuous in t and approximates the exa
t solution u(xj; t).Show that the energy jjvjj2h = hPNj=1 v2j is not in
reasing, i.e. ddt jjvjj2h � 0, and 
on
ludethat the semidis
retization (7) is stable. (6p)5. Consider the linear system Au = f arising from dis
retizing the ODE� �u00 = f(x) ; 0 � x � 1u(0) = u(1) = 0 (8)by �D+D�uj = fj, j = 1; :::; n, with h = 1n+1 .2



a) We know that the eigenvalues of A are given by �� = 4h2 sin2(��h2 ), � = 1; ::: ; n. Determinethe eigenvalues of the iteration matrix of the damped Ja
obi methodu(m+1) = u(m) � 12D�1(Au(m) � f) : (9)We take n odd and de�ne n1 = n , h1 = h, n0 = n1�12 , h0 = 2h1. Investigate how errormodes with high wave numbers �0 = n1+1�� are damped by the damped Ja
obi method
ompared to error modes with low wave numbers � = 1; ::: ; n0.Explain how low wave number error modes on the �ne grid 
an be
ome high wave numbererror modes on 
oarser grids in the multigrid method.Use the �ndings in this task to explain why the multigrid method works so eÆ
iently.b) �log10 (�(G)) is 
alled the asymptoti
 
onvergen
e rate of an iterative methodu(m+1) = Gu(m) + d : (10)Show that its re
ipro
al approximates the number of iterations to redu
e the error by onede
imal digit. How many iterations are suÆ
ient to redu
e the error by one de
imal digit?Make a quali�ed guess on how many multigrid iterations are suÆ
ient to redu
e the errorby one de
imal digit. State your assumptions. (6p)
Good lu
k!
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