
Uppsala UniversitetInstitutionen f�or informationsteknologiAvdelningen f�or teknisk databehandlingAnalysis of Numerial MethodsCompulsory assignmentsThe assignments in Analysis of Numerial Methods are ompulsory. There isone assignment for eah module of the ourse. The results should be presentedat the onluding seminar of eah module. The results of eah student groupmust be presented, even if the group has not been able to solve the assignmentompletely.The presentation onsists of two parts, one written and one oral. During theseminar, eah group member should be prepared to orally present the results ofthe group. The written presentation (one per student group) is to be handedin at the beginning of the seminar, and shall ontain:� A brief statement of the problem to be solved.� A desription of how the group solved the problem. (This should fo-us on how the group approahed the problem, and on the methods andarguments used.)For the experiments, supply in addition:� Program listings.� Presentation of the results of the experiments (graphs, tables, or whatelse may be appropriate for eah experiment).� Comments to the results. Relate the results to the theory, and point athow the results did (or did not) agree with what you had expeted froma theoretial point of view.If the group is unable to solve the assignment, partly or ompletely, the pre-sentation should fous on the diÆulties enountered, and on how the groupattempted to address these.Advise from the teahers is o�ered aording to the "open door" priniple.The teahers enourage the students to ome and disuss the problems, sinethis is an important part of the learning proess. You are also enouraged todo your own experiments with the assignments.
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Experiments with di�erene methodsEah assignment has two parts, one experiment and one theoretial problem.To make a numerial experiment means to apply a numerial method to amodel problem with known solution. The parameters of the method are varied,and the omputed results are evaluated. This is used as a omplement to atheoretial analysis.Numerial experiments an also be used for demonstrating di�erent prop-erties of numerial methods. In this ourse, experiments will be used for thispurpose. In order to avoid time onsuming programming, Matlab will be used.Below, the general setting of the experiments of the three �rst assignments isdesribed. The details of eah experiment are given in the subsequent setions.� In the three �rst experiments, the model problem is:ut = ux; 0 < x < 1; 0 < t;u(x; 0) = sin 2�x;with additional boundary onditions. The di�erene method to be stud-ied is the Leap-Frog method (whih is desribed in the literature). Forsimpliity, we use the exat solution at the �rst two time levels.� The parameters to be varied in the experiments are the step sizes (�xin spae and �t in time). Unless another time limit is spei�ed, theomputations are to be ontinued until we reah a time level where t � 5.The presentation of the experimental results shall onsist in a plot of thegrid funtion v, for di�erent time levels, with the analyti solution u drawnin the same graph for omparison. Moreover, kvk oh kv � uk should beomputed for the same time levels. The disrete L2 norm should be used(see the literature). You deide whih time levels to present. If nothinginteresting happens to the numerial solution, then it is suÆient to showthe solution and norms for the �nal time level.� The results of the experiments shall be evaluated with respet to thequality of the numerial solution:{ How good is the solution ompared to the analytial one?{ How is the quality of the solution a�eted by hanges in the stepsizes?{ How is the quality of the solution a�eted by hanges in the relationbetween the step sizes, the parameter � = �t=�x?� Note in partiular if unexpeted phenomena show up.{ At what time level ould you see the �rst signs of the phenomenon?{ At what position in spae did the �rst signs of the phenomenon showup?{ (How) does the phenomenon propagate?2



Assignment 1:Basi oneptsExperimentWe begin by an experiment where the data are hosen so that the solution isnie. The emphasis is on getting used to working with Matlab. Nevertheless,make an evaluation of the experimental results. The questions about the hoieof parameter values are interesting in the nie ases too.Use periodi boundary onditions: u(x; t) = u(x + 1; t). Try �ve di�erenthoies of parameter values:a) �x = 0:1, �t = 0:049b) �x = 0:1, �t = 0:098) �x = 0:05, �t = 0:0245d) �x = 0:05, �t = 0:049e) �x = 0:1, �t = 0:1TheoryLeap-Frog, whih is used in the experiment, has order of auray (2, 2). Makea theoretial analysis that proves this.What happens when �t = �x?
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Assignment 2:Stability of initial value problemsExperiment(i) Solve the same problem as in Experiment 1, but hoose the following pa-rameter values:a) �x = 0:1, �t = 0:102b) �x = 0:05, �t = 0:051) �x = 0:025, �t = 0:0255Change the initial data to a sawtooth wave: u = z for z < 12 and u = 1�zfor z > 12 , where z = x�bx. Solve again the problem with the parametersabove.(ii) Change the boundary ondition to u(1; t) = 0. This ondition is suÆientfor the PDE problem. Leap-Frog, however, needs an additional boundaryondition, at x = 0. We hoose to ompute a value at x = 0, by extrap-olation from the interior of the domain: vn+10 = 2vn1� vn�12 . (Note: InMatlab the index starts from 1 and then we must hange the boundaryondition aordingly.)The boundary onditions are hosen so that the analytial solution is lessregular than before. This auses an osillation in the numerial solution.In order to handle this, we introdue an additional, dissipative term inLeap-Frog: vn+1j = vn�1j + 2�tD0vnj � Æ(�x)4(D+D�)2vn�1j :Use this method at the grid points x2; : : : ; xN�2, and the ordinary Leap-Frog method at the grid points x1 and xN�1. (Use the original initialdata). The aim is to �nd an optimal Æ for a given �. Choose �x = 0:05and �t = 0:04. Try di�erent hoies of Æ between 0 and 0.1. Computeuntil T � 0:8 and use the original initial ondition u(x; 0) = sin(2�x).TheoryExperiment 2(i) shows that Leap-Frog is unstable for � > 1. (Theoretially,we know that Leap-Frog is unstable also for � = 1.) Now, let us modify themethod, keeping the approximation in time, but hanging to a fourth-orderapproximation in spae. This yields the Leap-Frog (2, 4) method, whih forour model problem has the following form:un+1j � un�1j2�t = aD0  I � h26 D+D�!unj :a) Use the Fourier method to investigate the stability of this method.4



b) Assume that we want to apply Leap-Frog (2, 4) to the mixed initial bound-ary value problem below. At what points in spae is it neessary to in-trodue additional boundary onditions and suggest onditions for thesepoints. ut = ux; 0 � x < 1; 0 < t � Tu(x; 0) = f(x)u(1; t) = 0:
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Assignment 3:Stability of initial boundary value problemsExperiment(i) For a stable di�erene method, the speed of onvergene is given by theorder of auray. The theoretial analysis of the order of auray isarried out under the assumption that the solution has a suÆient numberof ontinuous derivatives. Thus, the theoretial speed of onvergene maybe higher than the one atually ahieved in pratie.One way of experimentally investigating the speed of onvergene is thefollowing:� Solve the problem with step sizes �x oh �t, until t = T . Let "1 bethe error norm at the �nal time level.� Divide the step sizes by two, and solve the problem again, untilt = T . Let "2 be the error norm at the �nal time level.� By omparing "1 and "2, we an �nd the atual value of min(p; q),where p is the order of auray in time, and q is the order of aurayin spae.Condut experiments aording to this strategy, for the two ases:a) periodi boundary onditionsb) u(1; t) = 0, vn+10 = 2vn1 � vn�12 .Let T � 0:8. Choose the initial step sizes as you like. (Repeat the exper-iment for other hoies of initial step sizes, to see if this hoie matters.)(ii) For non-periodi problems, the di�erene method needs more boundaryonditions than the PDE problem. Let u(1; t) = sin 2�(1+ t), and hooseas extra boundary ondition:a) vn+10 = vn+11b) vn+10 = 2vn+11 � vn+12) vn+10 = vn1d) vn+10 = 2vn1 � vn�12Use the same strategy as in (i). Let T � 5. Begin with �x = 0.1, �t =0.098. Study both stability and onvergene speed.TheoryShow that Leap-Frog with straight extrapolationvn+10 = vn+11is unstable. Use the GKSO theory. 6



ChallengeShow that Leap-Frog with straight extrapolation of higher order(hD+)pvn+10 = 0; p � 2;is unstable.
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Assignment 4:EÆieny of di�erene methodsExperimentThe problem ut = 0:4uxx; 0 < x < 1u(0; t) = 0u(1; t) = 1u(x; 0) = sin(5�x=2)has a steady state solution when t!1.a) Use the Crank-Niolson sheme,un+1j = unj + 0:4�tD+D�  unj + un+1j2 ! ;for �nding the steady state solution. Let �x = 0:01 and iterate forwardsin time until the norm of the di�erene between the solutions of the twolatest iterations is smaller than 10�4. Take large time steps. You willneed to solve a triangular system at eah time level. Delare you Matlabmatries to be sparse. Then, Matlab will solve the systems eÆiently.Sine the matrix is onstant, the LU fatorization an be done one, beforethe time-marhing begins. Subsequently, in eah time step, the systeman be solved by means of a forward and a bak substitution.Try to �nd the �t that gives the smallest number of iterations. Measurethe exeution time (use the Matlab funtions lok and etime).Change the initial ondition to sin(4�x), put periodi boundary ondi-tions, and repeat the experiment.b) Use the Euler method with forward di�erene,un+1j = unj + 0:4�tD+D�unj :Carry out 1000 iterations with �x = 0:01, using the largest possible�t. Note the norm of the di�erene between the solutions of the �naltwo iterations. Measure the exeution time. Repeat the experiment, butontinue to iterate until the numerial solution has onverged to the steadyanalytial solution with an error less than 10�4. Measure the exeutiontime for the omputation.TheoryIn order to ondut the experiment above, the value of �t has to be hosen suhthat the respetive di�erene methods beome stable. Perform the stabilityanalysis for the ase with periodi boundary onditions.8



ChallengeTheoretially derive the �t that would give the minimal number of iterationswith Crank-Niolson, in the ase u(x; 0) = sin(4�x), periodi boundary on-ditions. How many iterations would then be needed for onvergene to theauray spei�ed above?Carry out the same analysis for the Euler bakward sheme, i.e., the impliitversion of Euler's method.
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Assignment 5:Appliation to nonlinear uid problemExperimentAir ow (simpli�ed to one spae dimension) an be desribed by the hyperbolisystem 0B� �me 1CAt +0B� m�u2 + p(e+ p)u 1CAx = 0B� 000 1CA ;where the unknowns are � (air density), m (momentum density) oh e (totalenergy density). The air veloity u is omputed as u = m=�. Under theassumption of an ideal gas, the pressure p is given byp = ( � 1)(e � 12m2=�);where  = 1:4. That system is alled the 1D Euler equations and is an examplefor a onservation law. The onservation of mass, momentum and energy isdesribed. The system is in onservative form, i.e. Ut + F (U)x = 0, where thevetors U and F (U) an be identi�ed from the system of equations above.Assume the following initial data:U(0; x) = ( (8; 0; 25)T x < 0(1; 0; 2:5)T x > 0Solve this problem on the interval �1 < x < 1, until time T = 0.4. Use theLax-Friedrihs shemeUn+1j = 12(Unj+1 + Unj�1)��tD0F (Unj ) ;and with approximately 400 grid points in spae. Use straight extrapolation asboundary ondition at both boundaries. Try experimentally to �nd a value of�t that generates a good solution with a minimum of smeared disontinuities.For stability, the value of �t should be hosen suh that �t � 0:4�x.Below, the solution to the problem is shown at some time t > 0. Note thatyou annot expet to get suh sharp resolution with the method used in ourexperiment.
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TheoryThe upper limit of �t reommended above is motivated by the fat that theJaobian matrix �F=�U for this problem has spetral radius approximately 2.5(you need not ompute the spetral radius). Hyperboli systems an be mod-eled by the model problem wt + awx = 0, where a is the spetral radius ofthe Jaobian matrix (needs not but may with pleasure be motivated). There-with, analyse stability for the Lax-Friedrihs sheme. You may assume periodiboundary onditions.ChallengeShow that the Lax-Friedrihs sheme an be written in onservation form. Showthat the Lax-Friedrihs sheme disretizes the paraboli PDE Ut + F (U)x =Æ Uxx, where Æ is the arti�ial visosity. Identify Æ. What is the ondition foronsisteny of the Lax-Friedrihs sheme?RemarkThe solution with the Lax-Friedrihs sheme does not have overshoots, beausethe sheme is total variation diminishing (TVD). But the method is ratherdissipative. Starting from TVD shemes, more aurate methods have beendeveloped, whih have had great suess in omputational uid dynamis. A2nd order TVD �nite volume method is shortly desribed in assignment 2 ofthe ourse Numerial Analysis II (W), fall 2002, f.http://www.it.uu.se/edu/ourse/homepage/numW2/ht02/assignment2.html.There is more information on the homepage of the NGSSC CFD oursehttp://user.it.uu.se/�bernd/fd03/module 5.html.
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Assignment 6:Iterative methods for ellipti problemsExperimentThe model problem��00 = (2�)2 sin(2�x) + (4�)2 sin(4�x); 0 < x < 1;�(0) = �(1) = 0;is to be solved with the di�erene approximation spei�ed in Chapter 12 of theompendium, Multigrid Methods, hapter 2. For the solution of the resultinglinear system, we make a omparison between damped Jaobi with ! = 1=2,and TGM with S1, R oh P as in Chapter 12, Multigrid Methods, hapter 3.Below, u denotes the exat solution to the linear system, i.e., u = A�1f . Theapproximate solution obtained by the iterative method is denoted by v.Condut the following experiments in Matlab. Use the matrix formulation ofthe methods, and take advantage of Matlab's matrix operations. Make surethat the matries are delared as sparse, so that the operations are arried outeÆiently.a) Solve Au = f with damped Jaobi, h = 0:1. Create a random initialvetor v(0), and save it so that it an be reused for TGM. First, studythe error v(j) � u visually, for j = 1, 2,.. until the error urve no longerlooks osillating. How many iterations were needed? Then, go on untilkv(j) � uk2 < 10�6. Note the number of iterations j.b) Solve Au = f with TGM, h1 = 0:1. Use � = 1, 2, 3, 4, and 5, respetively.For eah value of �, perform TGM iterations until kv(j) � uk2 < 10�6.How many TGM iterations were required in eah ase?) Repeat a) and b) with h = 0:05.Theorya) Use Matlab to ompute kS1k2 and kG(3)k2, for h = 0.1 and h = 0.05,respetively.b) Demonstrate that the result in a) is in agreement with the theoretial valuesgiven by Formulae (2.6) oh (4.20) in hapter 12, Multigrid Methods, ofthe ompendium.) Use the values from a) to predit the number of iterations that would beneeded, with damped Jaobi and TGM, respetively, in order to reahkv(j) � uk2 < 10�6. Consider both h = 0.1 and h = 0.05.
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ChallengeExtend the two-grid method TGM to a multigrid method MGM. Test MGMfor solving the model problem with h = 1=128 and 7 grids to reah kv � uk2 <10�6? Compare the omputing times for TGM and MGM. Draw onlusions.Is the improvement, i.e. kv(k+1) � v(k)k2, a good measure to hek onvergenefor TGM and MGM?
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