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ABSTRACT
The introductory programming course is difficult for many university students, especially students who have little prior exposure to programming. Many factors affecting student success have been identified, but there is still a dearth of knowledge about how key factors combine to affect course outcomes. In this study we develop and empirically test a model integrating three factors of importance in learning to program: previous programming experience, perceived self-efficacy, and knowledge organization. The participants were non-majors. The findings showed that perceived self-efficacy increased significantly during a semester course. Previous experience affected perceived self-efficacy but not knowledge organization. Both perceived self-efficacy and knowledge organization had an effect on the course grade, as well as on success in a specific programming task, debugging. The results on self-efficacy also suggested that the participants were overconfident about their programming capabilities. The contribution of this paper is the identification of the joint effects of an important set of factors for programming success by non-majors.

Categories and Subject Descriptors
K.3.2 [Programming Languages]: Computer and Information Science Education – Computer science education.

General Terms
Experimentation.
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1. INTRODUCTION
Learning to program is recognized as a difficult task for students. Many students in their introductory course struggle to understand the underlying concepts and to overcome the challenges of implementing error-free programs that meet the stated requirements. Not surprisingly, there is a wide spread of course outcomes. For example, it has been estimated that 15-30 percent of students enrolled in an introductory course either drop out of the course or fail it [20]. Other reports cite even higher drop out and failure rates [27].

High drop out rates are a concern to computer science educators and the IT profession because of the potential shortage of professional developers. However, another concern is the non-professional, or end-user, programmer [29]. Today there is a proliferation of work-related and personal situations in which end users need to program, for example, creating macros, spreadsheet formulas, and dynamic web applications in the workplace [32, 36, 37, 50] or programming domestic technologies, such as electronic thermostats [6], in the home. It is estimated that the number of end-user programmers is approaching 55 million in the United States [8], so this is an important group of programmers.

We argue that no matter what kind of programming end users do, they will be much better prepared if they have successfully completed a formal course of instruction in programming. Reasoning about the logic of a conditional statement embedded in a spreadsheet formula is the same as reasoning about a conditional in Java or C++. End-user programmers increasingly need programming training for success in their future careers. This is recognized by educators and students themselves and is the reason why many students in fields such as business and sciences are required or choose to take an introductory programming course.

Because of the importance of end-user programming activities it is important for computer science educators to recognize the needs of non-majors and to support them in their introductory course. There is ample evidence of the value of previous programming experience in successfully completing introductory programming courses (see Section 2). It is likely that non-majors enter the first programming course with less previous experience in programming than CS majors. If that is the case, non-majors may be more likely to fail to complete the course or to complete it with a low grade.

To support students in the introductory programming course, whether majors or non-majors, we need to understand the cognitive and social-cognitive factors that affect their success in learning. Cognitive factors of high interest in learning to program include previous programming experience and knowledge...
organization. Social-cognitive factors include self-beliefs, specifically self-efficacy in this research.

Although there have been many studies of factors for success in programming, as discussed below, has only considered one or a few factors. Correspondingly, most prior research has not built and tested integrated models of groups of factors and how they interrelate. Our objective in this research is to develop and test a predictive model of performance that identifies key factors and their interrelationships that lead to successful performance. We focus on non-majors because of the increasing importance of end-user programming activities and the known difficulties that end users face, especially in developing dependable, error-free programs [7, 31]. The contribution of this work is to create and empirically validate such a model, leading to a better understanding of pedagogical interventions that may improve performance.

In the following section we discuss the prior research on factors leading to success in introductory programming and present our research model. Section 3 describes the methodology, and Section 4 presents the results. The results are discussed in Section 5 and the conclusions are in Section 6.

2. PRIOR RESEARCH AND MODEL

2.1 Previous Programming Experience and Other Factors from Prior Research

In the CS literature the most frequently mentioned factor for success in introductory programming is previous programming experience [9, 10, 21, 34, 39, 47, 52]. These studies were carried out using different methodologies and sometimes different participant populations, but nevertheless they provide converging evidence that previous programming experience has a positive effect on success in an introductory university course.

Other factors that may affect course success have been studied more sparsely. Two recent studies have shown a positive relationship of mathematics or science background to computer programming success [10, 52]. A relationship between student learning styles and learning to program has been found in two studies [10, 48]. Other intriguing factors that have been addressed in recent studies include student attributes of success to oneself or to outside forces (e.g., luck) [52] and students’ course outcome expectations [38]. A factor of potential interest that has been studied in basic computer training, but not to our knowledge in programming, is computer playfulness [25, 33]. A negative factor affecting student success is a high amount of game playing by students [52].

In our model of programmer performance we chose to use previous experience because it is the most highly studied and highly supported factor from existing studies of learning to program.

2.2 Self-Efficacy

According to Bandura, self-efficacy is a judgment by an individual of how capable one is of successfully carrying out a radical changes in self-efficacy. Instead, people employ unique combinations of rules, or heuristics, to weigh and integrate the efficacy information obtained from the various efficacy indicators that form their self-efficacy judgments.

course of action to attain a certain outcome [3, 4, 5]. As Bandura says, “perceived self-efficacy is concerned not with the number of skills that you have, but with what you believe you can do with what you have under a variety of circumstance” [4, p. 36]. An individual’s judgment of his or her ability to perform a task within a specific domain has many behavioral consequences. Bandura argues that self-efficacy beliefs influence people’s choice of activities, the amount of effort they expend, their persistence in overcoming difficulties, and, not least, their performance outcomes. Individuals with high self-efficacy believe that they can succeed in challenging tasks. Accordingly, they are motivated to attempt such tasks, and they apply their best efforts to achieve them. Individuals with high self-efficacy are more likely to persist in spite of difficulties, initiating coping strategies to overcome problems. They are also likely to persist in challenging tasks in the face of competing demands.

Individuals’ self-efficacy beliefs come from four sources of information [5, 17]. These include: (1) personal experiences of mastery of a task, (2) second-hand experiences, such as observing a peer carry out a task, (3) verbal persuasion, for example, encouragement by others, and (4) emotional arousal, consisting of monitoring one’s levels of fatigue, stress, and anxiety in order to assess self-efficacy. Of the four sources of self-efficacy beliefs, personal experience of successfully mastering a task is the most direct and most powerful.

Bandura [5] identifies three main dimensions on which self-efficacy judgments may vary. These include generality, level, and strength. All three have important performance implications. Generality concerns the breadth of efficacy judgments. Self-efficacy is specific to a certain task or activity. It is not a character trait or generalized belief, such as general self-confidence. Because of its task-specificity, an individual may have high self-efficacy in one domain, such as driving a car, but low self-efficacy in another, such as computer programming. Nevertheless, transfer of self-efficacy beliefs across related activities may occur, for example, across different programming languages. The dimension of level is concerned with the effect of task difficulty on efficacy judgments. Simply stated, people’s judgments of self-efficacy in a task depend on the level of task difficulty that they are exposed to or accustomed to performing. For example, a student in an introductory programming course may have high self-efficacy for writing a 100 line program in a certain language, but low self-efficacy for writing a 1,000 line program in the same language. Finally, the dimension of strength concerns how strongly held are people’s self-efficacy beliefs, or put in another way, how much would it take to change their beliefs. Strong judgments are not easily changed, whereas weak ones are more malleable.

The theme of malleability is important in self-efficacy theory because it poses the potential of improving people’s performance via increasing their self-efficacy [17]. Efficacy beliefs have been shown to be malleable, especially in the early stages of skill development [3, 4, 5, 13, 49]. Too much malleability would not be desirable, if it led to steep drops in self-efficacy based on a single poor outcome. However, malleability is not likely to lead to...
depending on the strength of their self-efficacy beliefs [53].
Furthermore, since self-efficacy is malleable, it has the potential
to be an additional route to higher student achievement.
Numerous research studies show that a person's efficacy beliefs in
a domain have a strong relationship with skill attainment, e.g.,
[18, 22, 28, 30, 41, 42, 43, 44, 54, 55].

In spite of its demonstrated importance in education and training,
self-efficacy theory has rarely been applied to the domain of
introductory computer programming. One study of introductory
programming students at the university level [52] found, against
expectations, that there was no effect of self-efficacy on course
outcome. Another study [34] found, as predicted by theory, a
significant effect of self-efficacy on course grades. Because of the
importance of self-efficacy in learning and its far-reaching effects
on behavior we use it as one of the predictive factors in our
model.

2.3 Knowledge Organization in Programming
Psychological studies of programmers have shown that more
proficient programmers are distinguished from less proficient
programmers by their organization of programming knowledge [1,
26]. In program recall tasks [15, 41], using short programs, the
more skilled programmers were able to recall a well-structured
program accurately after very short exposure to it. Less skilled
programmers, given the same amount of time to study the
program, recalled much more poorly. However, given a program
with the lines randomly shuffled, both groups recalled equally
poorly. This result replicates the results of memorization of chess
formations [11, 14], and circuit diagrams [16] by high and low
skilled individuals.

In all these domains the interpretation of the results is that a
person who is successful at memorizing large amounts of material
can, at a glance, chunk the materials to be memorized into
meaningful groups, based on their functional organization of
domain knowledge in long-term memory [1, 11, 14, 15, 16, 26,
45]. By contrast, all individuals do poorly memorizing the
shuffled materials, since the shuffling disrupts any patterns that
one could use to link to organized knowledge in memory.

Applying this to programming, a programmer who notices that
four consecutive lines of code are part of a loop that outputs data
can remember them as a single unit. This reduces the burden on
short-term memory and allows the programmer to more efficiently
transfer the information to long-term memory. At retrieval time
the programmer outputs the chunks and can, if necessary, use the
context provided by the chunks to reconstruct elements that he or
she has difficulty remembering precisely. This gives the
programmer an advantage in memorization and recall over a less
skilled individual, who treats every piece of information as an
independent unit to be memorized separately. Less skilled
programmers lack sufficient organized, meaningful knowledge
patterns in memory [1, 15, 26, 45] and therefore do not have a
basis for quick recognition of typical code chunks. Programmers
who cannot chunk effectively simply focus on rote memorization
of the material, usually line-by-line in sequential order. As a
result, they can only memorize a small number of lines of code in
the time available. At retrieval time, they are doubly handicapped;
they recall few lines because they memorized few lines and they
lack the context of the meaningful chunks to reconstruct partly
remembered lines.

In our model we include this important factor of programming
knowledge organization. Knowledge organization can be studied
by asking the programmer questions about a program. However, it
is difficult to devise a set of questions that is valid and reliable for
measuring such knowledge-in-the-head without bias. Instead,
based on the early research on knowledge organization in
programming, we chose to use a program recall task of a well
structured and meaningful program.

2.4 Research Model
Bandura outlines two principal ways in which causality of self-
efficacy may be established experimentally [4]. One method is to
carry out an intervention in which the participants’ perceived self-
efficacy is raised to an initial preselected level and the effects on
the outcome behaviors are subsequently measured. This is
followed by a second intervention to raise perceived self-efficacy
to a higher level and measure the behaviors again at the new level.
If there is a significant difference between the first and second
measures, then the causality of self-efficacy is established.
Examples of this method are reported in [5].

A second way of studying the effects of self-efficacy is to test
multivariate relations using regression analysis. This method is
normally used when multiple factors are hypothesized to affect
performance. The objective is to study experimentally a proposed
model of the strength and relationships of the factors in the model
in order to determine how the factors interact and contribute to the
performance outcomes. In this type of study there is no single,
specific experimental intervention to raise self-efficacy or other
factors to a certain level. Instead, the existing levels of the factors
are measured to determine the fit of the hypothesized model. If the
measures of the factors are gathered repeatedly over a period of
time, events normally occurring during that time may affect the
measures, so this becomes a “natural” intervention in itself, but
not a specific planned intervention. For example, in an
educational setting setting self-efficacy and other factors may be
measured at different times during the semester. The ongoing
learning in the course will affect measures gathered as the course
proceeds.

The method of testing multivariate relations in a model is widely
used in studying self-efficacy in learning because learning
outcomes are influenced by multiple interacting variables that
to combine to affect performance. A second reason for using this
method in educational settings is that it allows the researcher to
study learning in its natural setting in an ongoing course without
special interventions. The only difference from the normal
activities in the course is collection of data (self-efficacy, etc.)
during the semester. Examples of this approach in educational
settings may be found in [22, 28, 41, 44, 53, 55]. The multivariate
modeling approach is used in this study. We propose a model of
performance of non-major programmers based on three factors:
their previous experience, perceived self-efficacy, and knowledge
organization. The model is shown in Figure 1. The following
paragraphs explain the rationale for the model.

We expect that previous experience will be a significant predictor
of non-majors’ self-efficacy, both pre-self-efficacy measured near
the beginning of the course and post-self-efficacy measured near
the end of the course. This prediction comes from self-efficacy
theory [3, 5], which posits that experience carrying out tasks is a
strong source of people’s self-efficacy beliefs. Furthermore,
studies of students in introductory programming have repeatedly found a relationship between prior experience and measures of performance [9, 10, 21, 34, 39, 47, 52]. Our model, however, proposes that the effect of previous experience is not direct, but is mediated by perceived self-efficacy. That is, previous experience increases a student’s self-efficacy, and self-efficacy, in turn, has an effect on later variables in the model. This hypothesis of self-efficacy mediating the effects of previous experience is based on a pilot study which failed to show a direct effect and had moderate correlations of about .20 between previous experience and performance. The direct path from previous experience to post-self-efficacy is included because it is predicted that previous experience is not wholly mediated by pre-self-efficacy, i.e., previous experience continues to have a direct effect on students’ post-self-efficacy, measured at a later point in the course.

The path from previous experience to knowledge organization represents our expectation that previous experience helps students in an introductory programming course to develop their knowledge organization. The psychological literature on knowledge organization [11] suggests that, beyond study and instruction, people develop their knowledge organization by extensive, ongoing experience. Thus, we expect that previous experience will lead to better knowledge organization. This relationship of previous experience to knowledge organization is also suggested in the programming domain by the differences in knowledge organization between less skilled and more skilled programmers in program recall tasks [1, 15, 25, 45].

We further expect that perceived self-efficacy measured at the beginning of a course (pre-self-efficacy) will influence self-efficacy measured later in the course (post-self-efficacy). It is expected that students’ perceived efficacy will increase as a result of course instruction and continued exposure to hands-on programming (post-self-efficacy higher than pre-self-efficacy). In a programming course, students have multiple experiences that may help build self-efficacy. These tend to include at least three sources of self-efficacy identified by Bandura [5]: performance of programming tasks, modeling of tasks by others (students in laboratory settings or group assignments), and encouragement by the instructor and peers.

The path from knowledge organization to post-self-efficacy represents a prediction that students’ knowledge organization affects their self-efficacy measured near the end of the course. With the exception of a small study of our own [34], we do not have direct support from the literature for this path. However, we believe that well-developed knowledge organization will add to students’ perceptions of their efficacy in programming. One of our objectives is to determine whether this relationship is supported by the data.

We use two distinct measures of performance outcomes: course grade and debugging performance. Final grades are often based in part on elements that are not directly related to individual programming performance, e.g., class participation. Therefore, we included a second measure of performance focused entirely on a task-oriented aspect of programming. A debugging task was chosen because of the serious problems that end users experience in creating dependable, error-free programs [7, 31]. We predict that previous experience, knowledge organization, and self-efficacy will explain a significant amount of variance in both course performance and debugging performance. Having good organization of programming knowledge is important in successful performance. Programming research has found links between knowledge organization and course examination scores [15]. In addition, empirical research on debugging [19] suggests that debugging success is influenced by knowledge organization. It is also well established in many domains (including the computer applications domain) that self-efficacy affects course and training outcomes, e.g., [13, 22, 34, 41, 53].

3. METHOD
3.1 Participants
The participants were 120 non-majors enrolled in multiple sections of an introductory university programming course using C++ over the period of five academic semesters (approximately 1.5 years). There were five different instructors who covered the same material and used the same textbook. Sixty-six percent of the participants were male and 34 percent female. The courses included both CS majors and non-majors. We analyzed only the non-majors. The non-majors came from a variety of academic majors. The most frequent majors were physical and natural sciences (39 percent) and business (28 percent). Engineering students were not included in the study because they took a
different programming course. The participants were typically third year undergraduates.

3.2 Materials

The materials included a background questionnaire, a self-efficacy scale, and a program recall measure. These materials were a subset of materials developed in a previous study [34].

A background questionnaire was used to determine previous experience. Five questions measuring the breadth of participants’ prior computer and programming background were used: number of courses taken that used computer applications as a mandatory part of course work (e.g., spreadsheets, databases), number of programming courses taken, number of programming languages used, number of programs written, and length of the programs written. The question on use of computer applications was included, first, because the level of computer application experience may have an effect on perceived self-efficacy for programming, and, secondly, because students may engage in some end-user programming activities while using applications. Participants were asked to take some time to think about their experience and make their best estimate. Each question was answered on a six-point scale, specific to the question.

Self-efficacy was measured using the Computer Programming Self-Efficacy Scale [35]. This validated instrument has been used previously in research on success factors in introductory computer science courses [34, 52]. The scale consists of 33 items that ask students to judge their ability to do a wide range of programming tasks. Responses are marked on a 7-point Likert scale, where 1 represents “no confidence at all” in doing the task and 7 represents “absolute confidence.” The 33 items in the scale form four groups targeting different aspects of self-efficacy. One group of eleven items inquired about the participants’ confidence in their ability to perform a range of programming tasks, starting from the simple and specific (e.g., understand or construct individual statements) and going to the difficult and generic (e.g., given any problem specification, write a program to solve it). The objective was to get a broad spectrum of responses on a range of tasks at various levels of difficulty. A second group of seven items focused on performing a specific task, such as writing a program under a variety of different scenarios (e.g., with someone to help the student get started, as opposed to having only a technical manual as a reference). The purpose of these questions was to capture the extent of participants’ motivations and persistence in the face of difficulties. This part of the scale is modeled on Compeau and Higgins’ software self-efficacy scale [13]. A third group of four questions asked the participants to rate their capabilities for self-organization, regulation, and order in the presence of distractions and competing demands, self-regulation being a key concept associated with self-efficacy [4]. Finally, a group of six questions measured the participants’ confidence in performing a range of subtasks that programmers are required to perform in working with programs, such as comprehension, debugging, and modification. The Cronbach’s Alpha for the scale in this study was .97, indicating that it was highly reliable.

The participants’ knowledge organization was evaluated using a program recall task, based on the literature indicating that recall of a program, given a short time to memorize it, is an indicator of well-organized knowledge [45] and furthermore that program recall predicts examination grades [15]. The program recall booklet, modeled on Shneiderman’s materials [45], consisted of a page of instructions followed by a single page containing the C++ program to be memorized. The program carried out temperature conversions between Fahrenheit and Celsius scales. It consisted of one class, a main function, and two additional functions. The program had 27 lines of code in total.

For each participant the final measure of course performance was the final grade assigned by the course instructor. In the grading scheme nine grade categories were used. Therefore, the final performance scores ranged from 1 to 9. The measure of debugging success was based on four questions in the final examination that required the student to find and correct errors in segments of code. Each problem was given a score of 0-3 so the cumulative score was on a scale of 0-12. The scoring was done by two independent evaluators who subsequently resolved their differences by discussion.

3.3 Procedure

The data collection was conducted over the course of a 16 week semester. The data collection was divided into two phases: the early phase in weeks 1-8 and the late phase in weeks 9-16. In the early phase data collection was carried out in weeks 1 and 8. All data were collected during class. In week 1, the data collected were the participants’ self-reported previous experience and their pre-self-efficacy measured using the Computer Programming Self-Efficacy Scale [35]. Week 1 was chosen in order to obtain these data at the earliest point possible, before instruction had an effect on the participants. The other data collection in the early phase of the study took place at the beginning of week 8. At this time students carried out the program memorization/recall task to measure knowledge organization. Other educational studies using path analysis (e.g., Horn [22]) have explored the role of domain knowledge on academic success by giving a test of knowledge at the beginning of the course. However, in our case the self-reported previous experience was very low and half the students had no previous programming experience. Therefore, it seemed futile to measure knowledge organization at the start of the course. The knowledge organization task was deferred to the end of the first phase of the study when all the participants had some exposure to programming. Participants were given the program recall booklet. They had five minutes to study the program, then closed the booklet and had five more minutes to recall and exactly reproduce the program from memory, to the best of their ability.

In the late phase, self-efficacy data were collected again in week 14 using the same self-efficacy scale. (Week 14 was chosen rather than week 15 because of constraints in the course in the last week of teaching.) This yielded the post-self-efficacy score. The final examination, which included the debugging problems, was given in week 16. The participants’ final course grades and debugging scores were obtained from the instructor after the end of the course.

4. RESULTS

4.1 Descriptive Statistics

The means and standard deviations of the previous experience variables are shown in Table 1. The variables were rated on a 6-point scale with higher numbers indicating greater experience. For each participant the five measures were summed to create their previous experience score. The mean previous experience of the
participants was 8.39 (StdDev 5.37) out of a maximum possible score of 30.

Table 1. Means and standard deviations of previous experience variables.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>StdDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of courses using computers</td>
<td>2.62</td>
<td>1.87</td>
</tr>
<tr>
<td>Number of programming courses</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td>Number of computer programs</td>
<td>1.37</td>
<td>1.47</td>
</tr>
<tr>
<td>Number of programming languages</td>
<td>1.43</td>
<td>1.11</td>
</tr>
<tr>
<td>Longest length of program</td>
<td>1.83</td>
<td>1.71</td>
</tr>
</tbody>
</table>

Table 2 shows the mean question score and standard deviation of the pre-self-efficacy and post-self-efficacy measures. Recall that questions were scored on a scale of 1-7 with 7 representing the highest confidence. The change score between the pre- and post-scores was +1.38.

Table 2. Means and standard deviations of self-efficacy measures.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>StdDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-self-efficacy</td>
<td>3.73</td>
<td>1.54</td>
</tr>
<tr>
<td>Post-self-efficacy</td>
<td>5.11</td>
<td>1.17</td>
</tr>
</tbody>
</table>

Program recall was evaluated by counting the number of lines that were an exact match to the program and were in the correct sequential location. An alternative scoring method is to score functionally equivalent code as correct because programmers may remember the gist of the code and reconstruct it at recall time [15]. However, judging whether code is functionally equivalent can lead to errors and inconsistencies. We preferred to use the strict procedure. There were 27 lines in the program and consequently the maximum possible score was 27. The mean of the recall task was 13.06 (StdDev 4.82).

The mean course performance measure, based on the final grade with a range from 1-9, was 6.03 (StdDev 1.99). The mean debugging score, ranging from 0-12, was 8.92 (StdDev 1.69).

4.2 Correlations

The correlations of the measures are shown in Table 3. The table includes the two alternative outcome variables, course grade and debugging score. Most of the correlations are significant. However, correlations cannot establish causality, nor can they evaluate the effect of multiple variables on a dependent variable.

4.3 Path Analysis

In the model (Figure 1) each arrow represents a possible relationship of a predictor (independent) variable on a response (dependent) variable. A guideline for the number of subjects needed in a path analysis is 10-20 subjects per path in the model [23]. Our N of 120 and 7 paths falls within this guideline. Figure 2 shows the results of the analysis using final grade as the performance variable. The strength of each relationship is depicted by the path coefficients, or standardized regression weight, which varies between 0 and 1 (shown on the arrows in Figure 2). A significant path coefficient indicates that there is a reliable relationship between the given predictor and response variable. All paths predicted in the model were significant (p<.01) except for the path from previous experience to knowledge organization, which was not significant. The $R^2$ value associated with each dependent variable indicates how much of the variance in that variable is explained by all the predictor variables contributing to it, i.e., the paths coming into the variable. The variances explained are moderate or high, according to Cohen [12], except for knowledge organization with only 2 percent explained.

Table 3. Correlations of variables (*p<.01; other correlations are non-significant).

<table>
<thead>
<tr>
<th></th>
<th>Previous experience</th>
<th>Pre-self-efficacy</th>
<th>Post-self-efficacy</th>
<th>Knowledge organization</th>
<th>Course grade</th>
<th>Debugging grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous experience</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-self-efficacy</td>
<td>.49*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-self-efficacy</td>
<td>.55*</td>
<td>.51*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge organization</td>
<td>.13</td>
<td>.08</td>
<td>.28*</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Course grade</td>
<td>.27*</td>
<td>.02</td>
<td>.37*</td>
<td>.46*</td>
<td>.81*</td>
<td>1.00</td>
</tr>
<tr>
<td>Debugging grade</td>
<td>.24*</td>
<td>.02</td>
<td>.39*</td>
<td>.42*</td>
<td>.81*</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Figure 2. Results of the path analysis with the course grade as the performance outcome variable (**p < .01; other paths are not significant). The numbers on the arrows are the path coefficients and the $R^2$ statistics are the proportion of the variance accounted for.

The path analysis in Figure 2 shows significant causal paths among pairs of variables in the model. However, it does not give an overall evaluation of the goodness-of-fit of the data to the model. This is done using a Chi-square test and several indices of fit that have been developed for this purpose [40]. Following the usual procedure, the non-significant path from previous experience to knowledge organization was eliminated for this analysis.

A Chi-square test is normally done first. Contrary to the usual interpretation of a p-value, in this analysis a non-significant result represents an adequate fit. In model testing a non-significant p-value indicates that the model, which contains a subset of all possible paths, is as good a predictor of performance as a model containing every possible path. A goal in modeling is to find parsimonious models. In fact, some of the indices of fit reported below penalize models with many paths.

The Chi-square test of this model with 3 degrees of freedom yielded $\chi^2 = 7.90$, $p < .05$, a significant result. In addition, a set of indices frequently used to assess model fit is shown in Table 4. The mathematical explanation of the indices is beyond the scope of this paper, but can be found in Schumacker and Lomax [40]. A significant $\chi^2$ can often be explained by a large N. However, three of the indices also fail to conform to the adequate fit values. Furthermore, the RSMEA is quite divergent from its adequate fit value. Together these results lead to the conclusion that the overall fit of the model is not good.

<table>
<thead>
<tr>
<th>Table 4. Indices of fit for initial path model in Figure 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Index name</strong></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>GFI (Goodness-of-Fit Index)</td>
</tr>
<tr>
<td>AGFI (Adjusted Goodness-of-Fit Index)</td>
</tr>
<tr>
<td>NFI (Normed Fit Index)</td>
</tr>
<tr>
<td>TLI (Tucker-Lewis Index)</td>
</tr>
<tr>
<td>CFI (Comparative Fit Index)</td>
</tr>
<tr>
<td>RSMEA (Root-Mean-Square Error of Approximation)</td>
</tr>
</tbody>
</table>

In response to the poor fit, we reviewed the data again. One thing that stood out was the very low correlation of pre-self-efficacy to course performance. Self-efficacy is usually a strong predictor of outcomes, so this suggested that the poor fit might be related to the relationship between pre-self-efficacy and performance. Therefore, we tested an alternate model which added a direct path from pre-self-efficacy to performance. The results are shown in Figure 3. They indicate that there is a significant path between...
Figure 3. Results of the revised path analysis with the course grade as the performance outcome variable (*p<.05, **p < .01). This model adds a direct path from pre-self-efficacy to performance and eliminates the non-significant path from previous experience to knowledge organization.

pre-self-efficacy and performance, but the path coefficient, surprisingly, is negative, i.e. higher pre-self-efficacy is associated with lower performance. We discuss possible reasons for the negative path from pre-self-efficacy to performance in the next section.

Going on to the fit of this model, the Chi-square test with 2 degrees of freedom resulted in \( \chi^2=2.91, p>.23 \). The non-significant statistic is an indicator of good fit, as discussed above. Table 5 shows the indices of fit for this model. In this revised model all of the indices of fit indicate a good model fit. Note that the RSMEA in Table 5 gives two adequate fit values because experts differ on this value.

Table 5. Indices of fit for revised model shown in Figure 3.

<table>
<thead>
<tr>
<th>Index name</th>
<th>Value</th>
<th>Adequate fit value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFI (Goodness-of-Fit Index)</td>
<td>.99</td>
<td>&gt;.90</td>
</tr>
<tr>
<td>AGFI (Adjusted Goodness-of-Fit Index)</td>
<td>.93</td>
<td>&gt;.90</td>
</tr>
<tr>
<td>NFI (Normed Fit Index)</td>
<td>.98</td>
<td>&gt;.90</td>
</tr>
<tr>
<td>TLI (Tucker-Lewis Index)</td>
<td>.97</td>
<td>&gt;.90</td>
</tr>
<tr>
<td>CFI (Comparative Fit Index)</td>
<td>.99</td>
<td>&gt;.90</td>
</tr>
<tr>
<td>RSMEA (Root-Mean-Square Error of Approximation)</td>
<td>.06</td>
<td>&lt;.08 or &lt;.05</td>
</tr>
</tbody>
</table>

Figure 4. Results of the revised path analysis with the debugging score as the performance outcome variable (***p<.01).
The results of the model using the debugging score as the performance outcome is shown in Figure 4. The results were very similar to the model using course grade. The amount of variance explained in the performance variable was slightly higher than in the model with course grade. The Chi-square was non-significant ($\chi^2=3.02$, p>.25) and the indices of fit were all within the accepted bounds.

5. DISCUSSION

The change between pre- and post-self-efficacy indicates that non-majors’ perceived self-efficacy increased substantially over the course of a semester. This is consistent with self-efficacy theory. Learners evaluate their capabilities to perform based on direct experience with tasks, as well as other influences that may take place during learning, such as behavior modeling, persuasion by others, and self-monitoring. A semester of concentrated programming instruction coupled with frequent hands-on programming is likely to increase self-efficacy, unless the tasks are much too difficult for the learners. Students with high experience are likely to have a strong sense of self-efficacy that is resistant to change. However, students starting with low previous experience, as in this study, normally have initial beliefs that are weaker and more subject to change. The increase from pre- to post-self-efficacy reflects the malleability of their weakly held beliefs [5].

Our results of the path analysis (Figure 2) show that previous experience is a strong predictor of pre-self-efficacy, as expected from previous research. The relationship is positive: students with higher previous experience have higher pre-self-efficacy. Furthermore, previous experience also predicts post-self-efficacy. This indicates that the students’ previous experience continues to affect their perceptions of their capabilities even near the end of a semester of programming instruction. If a student continues to study programming beyond the introductory course, it seems likely that soon this previous experience will lose its predictive value. Instead students will increasingly base their self-beliefs on their more recent programming experiences. However, at this early stage in programming, beliefs that arise from their prior experience still have weight in their judgments. This implies that, for non-majors who take only a single programming course, the influence of their low previous experience may affect their decisions about later engaging in end-user programming.

Contrary to the original prediction, the non-majors’ previous experience did not affect their knowledge organization in programming. The initial expectation was that the previous programming experience of non-majors would predict knowledge organization measured near the middle of the course. This was not the case: there was no significant relationship and an extremely low amount of variance accounted for (2 percent). An explanation of this result might be that the non-majors’ very low previous experience did little to build knowledge organization. They gained their knowledge organization during the course itself. The previous experience of the students, whether relatively lower or higher, was not correlated with their knowledge organization after several weeks in the introductory programming course. Based on the current findings, it appears that the contribution of non-majors’ previous experience is strongly reflected in their self-efficacy beliefs but little reflected in their knowledge organization. In a student population with higher previous experience, for example a group consisting of CS majors, the results might be different.

The results also show that having developed good knowledge organization increases beliefs of self-efficacy, as seen in the post-self-efficacy measure. Students who in the early part of the course were able to develop strong knowledge organization had higher beliefs about their capability to carry out a range of programming tasks under a variety of conditions. This fits with self-efficacy theory.

In our initial model (Figure 1) we predicted that only post-self-efficacy and knowledge organization would directly affect performance and that the effects of other variables in the model would be mediated by those two variables. There were indeed strong relationships of both post-self-efficacy and knowledge organization to performance (Figure 2). Together they explained 27 percent of the variance in the course grade, a moderate amount according to Cohen [12]. However, the goodness-of-fit of the model was not adequate, indicating that other relationships in the model had not been accounted for.

Revisiting the correlations, we found that post-self-efficacy had a high correlation with performance, pre-self-efficacy had a very low correlation performance, and pre-self-efficacy had a high correlation with post-self-efficacy. The assumption that pre-self-efficacy was fully mediated by post-self-efficacy appeared to be faulty. Consequently, the model was rerun adding a direct path from pre-self-efficacy to performance. The results (Figure 3) showed that there was indeed a significant relationship of pre-self-efficacy to performance; the assumption of full mediation was wrong. Overall, the model fit improved with the additional path, and the percentage of variance accounted for in performance increased. However, surprisingly, the relationship between pre-self-efficacy and performance was negative. Higher pre-self-efficacy was associated lower performance.

The negative path from pre-self-efficacy to performance seems counter-intuitive, since the non-majors’ mean perceived self-efficacy increased from the pre- to post-measure. A possible explanation is that some students were actually overconfident about their capabilities at the beginning of the course. According to Bandura [5], individuals with low previous experience are subject to misjudging their capabilities because of lack of indicators. They may base self-efficacy judgments on tasks that are not particularly relevant to programming (e.g., game playing) or on generalized self-beliefs (“I can excel in most academic situations”). Later their active programming experiences and feedback on performance may have allowed them to more accurately perceive their capabilities. About 20 percent of the participants had lower perceived post-self-efficacy scores than pre-self-efficacy scores, which makes this explanation plausible. In addition, overconfidence has been reported in end-user debugging of spreadsheets [51]. We hope to carry out another study to see if this effect can be replicated.

The model using debugging scores as the performance measure (Figure 4) held no surprises. The results were highly congruent with the model based on course grade. Our initial thought had been that relationships between predictor variables and overall course grade might be weak because the grade encompasses many elements, some of which may not be directly focused on programming performance. The debugging performance measure
was meant to determine whether this was the case. As it turned out, using the same predictor variables with debugging success as the performance variable, a somewhat larger amount of variance was accounted for in performance. However, the differences were slight. The similarity of the results can be accounted for by the very high correlation of the course grade and the debugging scores. This result, while not yielding a great deal of new information, does allay concerns about using course grade as the performance variable.

There are several limitations of this study that should be addressed in future research. First, the study took place in the short time span of a 16 week semester. Non-majors do not normally take a follow-on programming course, but it would be very informative to track them as they take other courses involving end-user programming, such as courses involving problem solving with spreadsheets. Logistically, this would be difficult and may not be feasible, but it would be useful to see how non-majors fare in end-user programming tasks, after taking a formal programming course. Second, the self-reporting of previous experience is a limitation, since students may have difficulty remembering details about their previous experience accurately. However, we think that in this study the risk of memory inaccuracies in participants’ self-reports was not high. The non-majors’ previous experience was scant, so most students probably did not have to think hard to answer the questions. Third, our results do not agree with Wilson and Shrock’s study [52] that failed to find a significant relationship between self-efficacy and course outcome. The methodologies of the two studies were different in numerous ways, and this is a possible explanation. However, we would like to understand why the results were different. Finally, and most importantly, achieving adequate model fit does not assure that the model is true [24]. Model fit can be influenced by several things, for example, a model with too many paths or an incorrect model that is mathematically equivalent to the correct model [24]. For that reason, replication studies are needed as well as investigation of alternative models.

We believe that an important, and largely unstudied, area of research is the study of non-majors who drop out of the introductory programming course. If students drop out before completing the course, we fail to capture data that might help us to understand the challenges they face.

6. CONCLUSIONS

This research evaluated a model of factors affecting non-majors’ success in their introductory programming course. This theory-based model provides a basis for future interventions to help students succeed. Based on this research, there appear to be two general paths of intervention, one focused on non-majors’ knowledge organization in programming and the other on their self-efficacy.

This study of non-majors confirms the importance of their knowledge organization in course outcomes. Their knowledge organization affected success directly and also strengthened post-self-efficacy. This implies that teaching should pay close attention to development of the students’ organization of knowledge. Students may learn a great deal of poorly organized programming knowledge that does not well support actual tasks of programming [1, 2]. Soloway and Ehrlich [46] have shown empirically that skilled programmers possess plans that consist of organized, meaningful, and goal-oriented programming knowledge. They argue that students need gradually to develop a large stock of typical, recurring plans to apply in writing or comprehending programs. Today many textbooks for introductory programming courses reinforce knowledge of typical ways to achieve recurring goals. This approach supports the development of organized, goal-oriented programming knowledge and should be encouraged.

Our study also demonstrates the importance of non-majors’ perceived self-efficacy in introductory programming. Research in several fields reports that self-efficacy interventions can be carried out successfully in the context of education and training. That suggests the likelihood that self-efficacy interventions, adapted for programming instruction, could be successful. According to Bandura [3, 5], interventions to improve self-efficacy include performance success, observation of the performance of peers, social persuasion, and monitoring of one’s physiological state.

Performance success consists of steadily carrying out tasks of increasing difficulty, until the student has a history of solid attainments. Frequent, small hands-on programming activities seem likely to build the history of success more than infrequent, large assignments. For students to assess their capability while carrying out hands-on programming tasks, they need feedback that is specific, frequent, and timely. Observing the performance of peers has also been used as a self-efficacy strengthening intervention [5, 13]. Peer modeling is more successful than modeling by an expert because the student recognizes that the model does not know all the answers. This makes the successes of the model more compelling to the student. Peer modeling may be difficult to arrange in a course setting. The modeling could be done live in a classroom with a peer working through a problem while other students watch, but that can be embarrassing and stressful to the model. It may be more appropriate for students to view a video of a peer successfully planning and executing a programming task, including showing the model struggling with and finally overcoming difficulties. Social persuasion can contribute to improving self-efficacy. The persuasion may come from an instructor but, like peer modeling, it appears to be more effective if it comes from other students. In many CS classrooms students work together on problems, and this is a good setting for social persuasion, especially if the students have different levels of self-efficacy. That puts the group in a position where social persuasion can take place, provided that there is on-going and lively interaction in the group. In order to achieve different levels of self-efficacy in a work group, it is better for an instructor to form the groups using information about the students’ capabilities than to allow students to choose their own groups. Finally, students monitor their own physiological states, particularly anxiety and stress, to infer their capabilities. Low anxiety makes students feel more capable. If the anxiety comes from stress and competition in the classroom, then the intervention should analyze classroom behaviors to attempt to make the classroom more comfortable to students.
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