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ABSTRACT
PeerWise is a system in which students create multiple choice
questions and answer those created by their peers. In this
paper, we report on some quantitative results which suggest
that students who use PeerWise actively perform better in
final examinations than students who are not active. We
note a significant correlation between performance in writ-
ten (not just multiple choice) questions and PeerWise activ-
ity, suggesting that active use of the system may contribute
to deep (and not just drill-and-practise) learning.

Categories and Subject Descriptors: K.3.1 Computers
and Education: Computer Uses in Education

General Terms: Human factors.

Keywords: MCQ, peer assessment, automated, question
test bank, PeerWise, contributing student.

1. INTRODUCTION
PeerWise is a web-based system that allows students to

create multiple choice questions (MCQs) and answer those
created by their peers. The tool supports student learn-
ing in a variety of ways. Students are asked to focus on
the learning outcomes of a course by creating questions that
align with these outcomes. Students improve their own un-
derstanding by writing an explanation of the answer to their
question. After answering a question, the student can assign
a quality rating and provide (anonymous) written feedback
to the author. The author can also write a response to such
feedback.

The act of evaluating the quality of a question and ex-
planation engages students with the material and requires
application of higher-order cognitive skills. Finally, the ques-
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tions themselves provide a resource that students can use in
traditional drill-and-practice form.

In this paper we compare the performance of students who
are more actively engaged with PeerWise with those who are
less engaged. We find that students who make greater use
of PeerWise score significantly higher in final exams than
students of equivalent ability who make less use of PeerWise.

2. RELATED WORK
The design of the PeerWise system has been reported

in [7], and an analysis of the ways in which students use Peer-
Wise across a range of courses can be found in [8]. Overall
participation was found to be fairly uniform across students
of different abilities, with students at all ability levels con-
tributing more than the required number of questions and
answers. Extensive voluntary use of PeerWise for drill and
practice revision continues right up to, and in some cases
after, the final exam.

PeerWise incorporates both self- and peer-assessment ac-
tivities. Students use PeerWise to engage in elements of
self-assessment by answering MCQs in a drill-and-practice
fashion, and peer-assessment is facilitated through the ques-
tion feedback forums. The literature on self-assessment [4,
10] and peer-assessment [17] reports a wide range of benefits,
including:

• help to consolidate, reinforce and deepen understand-
ing, by engaging students in cognitively demanding
tasks: reviewing, summarising, clarifying, giving feed-
back, diagnosing misconceptions, identifying missing
knowledge, and considering deviations from the ideal;

• highlight the importance of presenting work in a clear
and logical fashion;

• expose students to a variety of styles, techniques, ideas
and abilities, in a spectrum of quality from mistakes
to exemplars;

• provide feedback swiftly and in quantity. Feedback is
associated with more effective learning in a variety of
settings. Even if the quality of feedback is lower than
from professional staff, its immediacy, frequency and
volume may compensate;

• promote social and professional skills;

• improve understanding and self-confidence; and
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• encourage reflection on course objectives and the pur-
pose of the assessment task.

The nature of engagement with PeerWise encourages the
development of an on-line learning community [18]. Peer-
Wise can be used as part of a contributing-student peda-
gogy [6], in which students actively contribute to the learn-
ing resources available to the entire class. PeerWise can be
used as one element of course assessment in courses designed
to engender interaction and collaboration, although there
are indications that it is perceived to be of limited value by
students already involved in contribution-based activities in
small classes [13].

Although concerns over the use of MCQs [3, 16] have
been reported and they have a number of recognised lim-
itations [14], their use for self-assessment purposes has been
correlated with improved exam performance in [5]. Nicol [14]
suggests that MCQs can be used to promote effective learn-
ing and satisfy the seven principles of good feedback re-
ported in [15], for example, when students develop the MCQs
themselves.

A number of systems related to PeerWise have been de-
scribed in the literature.

Horgen used a lecture management system to share stu-
dent generated MCQs in a class of 30 students [12]. Stu-
dents worked in groups to create questions, and the activity
included a required reflection stage. Horgen analysed the
depth of the questions, and found that “only a few students
actually managed to climb Bloom’s ladder in their produced
tests.” This is consistent with our experience using Peer-
Wise. Curiously, Horgen’s students did not tend to use the
question bank for drill-and-test. We surmise that this may
be a consequence of a small class size, and hence small ques-
tion bank.

Fellenz [11] reported on a course where students generated
MCQs which were reviewed by their peers. Fellenz did not
use technology to support the process. Students involved
in the activity reported that the development of the MCQs
helped develop a deep understanding of material because
it required that they “made explicit their understanding of
the complexities of the subject matter” [ibid, p.711]. Fellenz
also reported that the activity increased student ownership
of the material and motived students to participate.

Arthur [1] reports on a large course activity, in which the
class is divided into streams of about 50 students. Each
week, a small group of students from each stream work to-
gether to create a set of questions sufficient for a ten-minute
quiz. These questions are submitted electronically, and the
test is taken by students in another stream.

Yu [20] has students construct an MCQ item and sub-
mit the question to an on-line database. A peer-assessment
phase is conducted where students provide feedback about
the quality of the item and suggest improvements. After
the evaluation phase, the questions are transferred to a test
bank database to be used for drill-and-practice exercises.

Barak [2] reports on a postgraduate MBA course in which
students contribute questions to an on-line repository. The
students also rank their peers’ contributions.

Chang [9] operate in a “one-on-one” educational comput-
ing classroom and have elaborated a theme of“asking a good
question” in which each student generates a question and
answer, then applies a self-assessment rubric before send-
ing the question for peer-assessment. The mutual reviewers
then form triads, each selecting two items for a class-wide

discussion, during which the teacher points out any miscon-
ceptions and misunderstandings.

While all these reports agree that student-contributed MCQs
is a powerful idea, this paper is the first to provide significant
quantitative evidence supporting the approach.

3. DATA COLLECTION AND DEFINITION
In 2007, we studied the effects of PeerWise in a standard

first-year programming course (CS101). The course is taken
by both majors and non-majors in Computer Science. A
test, which included MCQs, is held approximately half-way
through the course. However, PeerWise was only introduced
after this mid-semester test. Students were required to use
PeerWise throughout the second half of the course, and the
system remained available for voluntarily use in the study
period leading up to the final exam.

Students were required to use PeerWise to create a min-
imum of two questions and to answer a minimum of ten
questions. There was no requirement to provide any written
feedback on the questions answered, although many students
did so.

The analyses we performed require both the test and exam
results of students in the course. For this reason, we have
excluded data from students who either did not sit the test
or did not sit the exam. The CS101 course had an original
enrolment of 536. Of these, 48 did not sit the test and 70
did not sit the final exam. There were 76 students who had
missed either the test or the exam, which left 460 students
for the analysis.

We know that the characteristics of the top students in
the class are very different than the weakest students [19].
In order to understand how the use of PeerWise affected
different students, we divided the class into quartiles and
asked whether the use of PeerWise provided any measur-
able benefit for the most capable students, average students
and weak students. The quartiles were formed using the
mark obtained in the mid-semester test (before any use of
PeerWise), each quartile consisting of 115 students. Within
each quartile, students were ranked on their level of “activ-
ity” with PeerWise, and we compared the most active half
with the half that was least active.

3.1 Defining “activity”
Students use PeerWise in a number of ways, and any “ac-

tivity” metric needs to take these different usages into ac-
count. The primary activities are: contributing new ques-
tions; answering existing questions; and writing open-ended
comments on questions that have been answered. These give
us three simple measures of activity: the number of ques-
tions contributed, the number of questions answered, and
the number of comments that have been written.

The number of comments that a student has written pro-
vides some measure of their voluntary participation with
PeerWise, as writing comments was not a required activ-
ity. However, it is still a fairly crude measure, as the ac-
tual content of the comments can vary greatly. There are
many short comments that do not exhibit deep analysis of a
question, such as “Nice”, “Good one!”, “excellent question”.
In contrast, there are also many insightful comments that
demonstrate a critical and thorough analysis has been per-
formed. Some examples are given in Table 1, and the degree
of voluntary participation is summarised in Table 2.

While we are not able to look at all of the comments and
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“Overall, you have put a lot of effort into this question, it
is just a pity there seems to be a problem with it. Maybe
you didn’t count from 0 when you were working out the al-
ternatives? I calculated the first parameter as 11 (the index
position of the 5) and so didn’t need to look at any of the
distractors.”

“Nicely thought out question, I think it would have been
better to call new String() again on the third line to be
consistent with how you created the other Strings.”

“Good effort, but there are some problems with this code...
for a start, it definitely will not compile. You cannot have
a statement appearing *after* the return statement because
that statement can never be reached, and the compiler will
not allow this. Also, the actual question statement should
be improved, to something like: ’When the program above
is executed, which of the following outputs is not possible?’
because the word *false* has a particular meaning in Java.
Apart from that, the idea for the question is very good, be-
cause you are assessing parameter passing as well as random
numbers... good effort!”

“Without testing this, this is my thoughts:
String s1 = new String(”love”)
String s2=s1.substring(0,2); //s2 now equals ”lo”
String s3=new String(”is expensive”)
System.out.println(s2+s3)
by my rekoning, the output should be ”lois expensive”
By all accounts, your answer cannot be right anyhow, as
your are printing out teh concatination of s2 and s3. s3
is ”is expensive”, so the output *MUST* have s2 followed
by ”is expensive”. Since there is no space in s1, when you
substring it, your string will be all letters, no whitespace, so
when you concatenate them, there should NOT be a space
inbetween s2 and s3, as your answer specifies.”

“My understanding is that it takes only ONE parameter, but
that parameter itself contains an unlimited amount. For ex-
ample you can’t have System.out.println(”Hello”, ”World”)
but you can have System.out.println(”Hello” + ”World”)
<note the comma>”

Table 1: Some of the more insightful student com-
ments

Total Percentage

Number of students 460
More than two questions 174 38%
More than ten answers 355 77%
One or more comments 326 71%

Table 2: Level of voluntary student participation
(i.e. above the minimum requirements for assess-
ment)

measure their quality (there are nearly 6000 comments for
this course) we can use as a coarse measure for activity, the
total character count of all comments a student has written.

For the CS101 course, the students had access to PeerWise
from the 7th May until the 14th June 2007, a total of 39
days. Any day in which a student either contributes a new
question, or answers an existing question is recorded as an
“active” day. This count of the number of active days also
provides another measure of student activity. We exclude
days in which students log in to PeerWise and simply review
questions they have written or questions they have already
answered.

We define, for each student in the CS101 course, the fol-
lowing four individual measures of activity with PeerWise
(and the abbreviations we have associated with each):

• total number of questions contributed (Q)

• total number of answers submitted (A)

• total character count of all comments written (C)

• number of days in which either a question was con-
tributed or an answer was submitted (D)

We also defined one combined measure of activity (CM),
as we felt this would more accurately describe a student’s
overall level of engagement with PeerWise than any individ-
ual measure would. The combined measure was calculated
by dividing each of the four measures above into deciles and
summing the decile place for each student. For example, a
student who ranked in the top 10% scores 10 for that metric,
a student in the bottom 10% scores 1, etc. The scores for
CM thus range between 4 and 40 (the actual minimum was
5; this is the only measure with a non-zero minimum).

Summary statistics for these measures are shown in Ta-
ble 3.

Measure 1st Qt Median Mean 3rd Qt Max

Q 2 2 2.6 3 28
A 11 19 34 36 600
C 0 184 707 772 16,410
D 1 3 3.3 4 26
CM 15 23 22 30 40

Table 3: Levels of activity, by category, for PeerWise
use in CS101, for 460 students

4. COMPARISONS BETWEEN MOST AND
LEAST ACTIVE STUDENTS

4.1 Methodology
We wished to determine how strongly engagement with

PeerWise after the mid-semester test was linked to students’
achievement in the final examination. We did this by sepa-
rating the 460 students in the class into achievement quar-
tiles (with 115 students in each) based on their mid-semester
test marks. Then, for each of the five different activity mea-
surements defined above, we divided each quartile into two
groups: those who were “Most PeerWise Active”(MPA) and
those who were “Least PeerWise Active” (LPA) with respect
to that measure.
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Using a Student’s t-test, we were able to determine, for
each of the five activity measures, and for each quartile,

1. if there was any significant difference between the pre-
PeerWise mid-semester test marks of MPA and LPA
students (expecting this to not be the case);

2. if there was any significant difference between the post-
PeerWise end of semester examination marks of MPA
and LPA students (hoping that this would be the case,
as it would confirm our hypothesis).

Each quartile contains 115 students, and, for each mea-
sure, each quartile was divided into two groups: LPA and
MPA students. The division within each quartile was done
by ranking the students according to the measure, and di-
viding them half-way. Students with the median score were
randomly allocated to either the LPA or MPA groups. Thus
there were 58 MPA and 57 LPA students in each quartile.

4.2 Hypotheses
We used a Student’s t-test for independent samples with

equal variance to compare the performance of the two groups.
Our hypotheses are:

• H0: The mean examination mark of the MPA students
is the same as the mean mark of the LPA students.

• H1: The mean examination mark of the MPA students
is greater than the mean examination mark of the LPA
students.

Note: this research hypothesis is directional (i.e. permits
a one-tailed test of significance).

The test was held mid-semester, before use of PeerWise.
It comprised 36 marks for MCQs and 64 marks for questions
requiring written answers. The examination was held at the
end of the semester, after use of PeerWise. It comprised
35 marks for MCQs, and 65 marks for questions requiring
written answers. Our analysis uses the total test and exam-
ination marks.

5. RESULTS
This section presents the results of the statistical analyses

performed for each of the five measures of activity. We have
highlighted all p-values less than 0.05, indicating that we
are at least 95% confident that the mean mark of the MPA
students is greater than the mean mark of the LPA students.

5.1 Number of questions created (Q)
There is significance between the examination performance

of the MPA and LPA students in three of the four quartiles
(Table 4).

5.2 Number of questions answered (A)
There is significance between the examination performance

of the MPA and LPA students in all four quartiles (Table 5).
Students in the MPA group of the fourth quartile show

an increase of over 10 marks over the LPA students, the
difference between a clear fail and a marginal pass.

5.3 Total length of comments (C)
There is significance between the examination performance

of the MPA and LPA students in all four quartiles (Table 6).

Qt Act
Avg
Q

Test Exam
Test
p-value

Exam
p-value

1
MPA 4.7 85.9 91.2

0.3364 0.0478
LPA 1.5 85.4 88.8

2
MPA 3.3 67.9 76.3

0.1318 0.1043
LPA 1.2 66.8 73.7

3
MPA 3.8 48.8 62.8

0.3859 0.0458
LPA 1.3 48.5 58.4

4
MPA 4.1 26.4 40.3

0.2966 0.0164
LPA 1.0 25.5 33.4

Table 4: Test and exam scores of MPA students
compared with LPA students with respect to writing
questions.

Qt Act Avg
A

Test Exam
Test
p-value

Exam
p-value

1
MPA 64.0 86.1 91.5

0.2248 0.0146
LPA 13.2 85.3 88.5

2
MPA 52.6 68.4 77.0

0.0201 0.0270
LPA 8.9 66.3 73.0

3
MPA 62.9 49.0 63.8

0.2759 0.0072
LPA 9.0 48.4 57.4

4
MPA 57.4 27.3 43.7

0.0421 0.0000
LPA 6.9 24.6 30.1

Table 5: Test and exam scores of MPA students
compared with LPA students with respect to an-
swering questions.

Qt Act Avg
C

Test Exam
Test
p-value

Exam
p-value

1
MPA 1968.3 86.4 91.9

0.0949 0.0027
LPA 193.2 85.0 88.1

2
MPA 1096.3 67.3 75.9

0.5211 0.1903
LPA 25.6 67.4 74.1

3
MPA 1263.7 48.6 62.0

0.5461 0.1479
LPA 28.8 48.7 59.2

4
MPA 1126.7 27.1 41.3

0.0685 0.0028
LPA 4.4 24.8 32.4

Table 6: Test and exam scores of MPA students
compared with LPA students with respect to writing
comments.
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Students in the top quartile clearly write more detailed
comments, on average, than those in the other quartiles.
Even in the LPA groups, the average comment length of
students in the top quartile is six times that of the next
highest average.

5.4 Number of active days (D)

Qt Act Avg
D

Test Exam
Test
p-value

Exam
p-value

1
MPA 6.1 86.4 91.5

0.0921 0.0146
LPA 2.0 85.0 88.5

2
MPA 4.7 67.8 76.6

0.1798 0.0564
LPA 1.3 66.9 73.4

3
MPA 5.3 48.8 63.0

0.3729 0.0377
LPA 1.4 48.5 58.2

4
MPA 4.8 27.8 43.3

0.0080 0.0000
LPA 0.8 24.1 30.5

Table 7: Test and exam scores of MPA students
compared with LPQ students with respect to the
number of active days.

There is significance between the examination performance
of the MPA and LPA students in three of the four quar-
tiles, with the 2nd quartile difference approaching signifi-
cance (Table 7).

5.5 Combined measure (CM)

Qt Act Avg
CM

Test Exam
Test
p-value

Exam
p-value

1
MPA 32.4 86.7 92.3

0.0293 0.0005
LPA 18.5 84.7 87.7

2
MPA 28.9 68.2 77.8

0.0559 0.0030
LPA 13.6 66.5 72.2

3
MPA 29.7 48.8 63.2

0.3728 0.0256
LPA 13.8 48.5 58.0

4
MPA 28.2 27.1 42.0

0.0716 0.0006
LPA 10.9 24.8 31.7

Table 8: Test and exam scores of MPA students
compared with LPA students with respect to the
combined metric.

There is significance between the examination performance
of the MPA and LPA students in all four quartiles (Table 8).

In summary, there is strong evidence that students who
are most active with PeerWise also perform better in final
exams than their less active counterparts, for the activity
measures and quartiles shown in Table 9.

6. THE EFFECT OF PEERWISE ON
EXAMINATION RESULTS

Our first analysis used the results of the mid-semester test
to divide the students into quartiles (and thus implicitly
into four pre-PeerWise use achievement groups). Our sec-
ond analysis looked at the correlation between PeerWise ac-
tivity and examination results (regardless of previous perfor-
mance), and in particular, the results from multiple choice
examination questions, and the results from the other ex-
amination questions requiring written answers. We used two

significance level
1% 5%

Q 4th 1st, 3rd and 4th
A 3rd and 4th All quartiles
C 4th 1st and 4th
D 4th 1st, 3rd, and 4th
CM 1st, 2nd and 4th All quartiles

Table 9: Summary of significant results by quartile

measures of exam performance: the percentage mark for the
multiple choice questions on the final examination (M) and
the percentage mark for the questions on the final exami-
nation that were not multiple choice questions (but covered
the same material) (E).

6.1 Hypotheses
We used a correlation coefficient test to see whether there

was any relationship between the activity measures and the
performance on the MCQ and non-MCQ examination ques-
tions.

• H0a: There is no relationship between the extent of a
student’s PeerWise activity and that student’s perfor-
mance on unseen multiple choice questions.

• H1a: There is a positive relationship between the ex-
tent of a student’s PeerWise activity and that student’s
performance on unseen multiple choice questions, such
that increased activity results in higher marks.

• H0b: There is no relationship between the extent of a
student’s PeerWise activity and that student’s perfor-
mance on unseen examination questions that are not
multiple choice questions.

• H1b: There is a positive relationship between the ex-
tent of a student’s PeerWise activity and that student’s
performance on unseen examination questions that are
not multiple choice questions, such that increased ac-
tivity results in higher marks.

Note: these research hypotheses are directional (i.e. permit
one-tailed tests of significance)

6.2 Results
For each of the five activity measures, we performed a cor-

relation analysis between the activity measure and the two
examination performance measures. The results are shown
in Table 10: the bold values show significance at the 5%
level.

There is significant correlation between all five measures
and the performance on the examination MCQs: this is not
surprising, as PeerWise gives students’ extensive practise in,
and knowledge of, MCQs.

The correlation results for the written examination ques-
tions are more interesting, as there is no reason to expect
that extensive PeerWise experience with MCQs would help
in performance of written questions, unless such experience
has led to a deeper understanding of the material. Only the
measures of total length of comments, days active, and the
combined measure are significantly related to performance in
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Performance in
final MCQ
examination (M)

Performance in
final non-MCQ
examination (E)

Correlation
coefficient (r)

p-value
Correlation
coefficient (r)

p-value

Number of questions created (Q) 0.105 0.0121 0.067 0.0757
Number of questions answered (A) 0.108 0.0102 0.046 0.1625
Total length of comments (C) 0.116 0.0063 0.106 0.0115
Number of active days (D) 0.189 0.0000 0.168 0.0001
Combined measure (CM) 0.321 0.0000 0.331 0.0000

Table 10: The correlation coefficients between five activity measures mid-semester final MCQ and non-MCQ
performance, together with their probability values.

examination questions that required written answers. This
suggests that it is not merely the activities of creating and
answering MCQs that result in improved non-MCQ perfor-
mance, but a high engagement with PeerWise (as evidenced
by comments and activity days). This engagement thus sug-
gests the development of a deeper level of understanding,
enabling improved exam performance.

The combined measure gives a strong correlation for all
examination performance, as shown in the scatter plots in
Figure 1. While the correlation of the individual measures
are statistically significant, the high correlation of the com-
bined measure indicates that it is the combination of all four
types of activity that is best related to exam performance.

7. DISCUSSION
These are encouraging results, showing that for most quar-

tiles PeerWise activity is strongly related to exam perfor-
mance, and that higher engagement in the use of PeerWise
appears to foster deep learning (and hence higher non-MCQ
examination marks).

These results raise further questions about students’ en-
gagement in the course, and the choice of the activity mea-
sures.

7.1 Were students who did not use PeerWise
at all still engaged in the course?

The purpose of comparing the test marks of the MPA and
LPA students was to verify that we were considering groups
of students of equivalent abilities prior to their use of Peer-
Wise. For some of our measures of activity there are sig-
nificant differences between the mid-semester pre-PeerWise
test marks of the students. As PeerWise was not introduced
until after the test, this indicates that to a certain degree
some of the activity measures separate the strong students
from the weak students even within an achievement quartile.

A careful examination of the data shows that in each quar-
tile, there are some students who have not participated with
PeerWise at all according to the relevant metric. Table 11
summarises the number of students in each quartile who
have no level of PeerWise participation according to each of
the metrics, the “No PeerWise Activity” (NPA) students.

Clearly, all of these non-participating students will fall in
the LPA group for each quartile.

An interesting question is whether these non-participating
students were still active in other areas of the course. Cer-
tainly they all still sat the exam (non-sitting students were
not included in our analysis). Other assessed activities in
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Figure 1: Scatter plots and trend lines for the com-
bined activity measure and examination questions

Qt Q A C D

1 14 7 14 7
2 22 10 38 10
3 19 12 32 10
4 29 22 50 10

Table 11: Number of NPA students for each quar-
tile, for each activity measure.
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the course include ten supervised lab sessions throughout
the semester and five unsupervised projects. Table 12 sum-
marises the total number of students in each quartile who
did not submit the projects, or attend the lab sessions during
the period when PeerWise was being used.

Qt Labs Projects

1 1 2
2 0 6
3 3 7
4 10 22

Table 12: Number of students in each quartile who
have not participated in labs or projects

This indicates that, particularly in the top 3 quartiles, the
majority of students who did not participate in PeerWise
were still actively engaged in the other assessed activities in
the course. In the lowest quartile, 8% of students were no
longer attending labs, and nearly 20% were not submitting
their project work in the second half of the semester when
PeerWise was used.

7.2 Were the metrics of activity appropriate?
Although we performed the analyses using individual met-

rics, the metrics themselves are not independent. For exam-
ple intuitively, the greater the number of days of activity
with PeerWise, the greater then number of answered ques-
tions is likely to be. Also, the number of comments con-
tributed is bounded from above by the number of questions
answered (as only one comment can be written per question
answered).

Table 13 shows the correlation coefficients between all the
activity measures, all of which are significant at the 1% level
of significance.

These high correlations mean that attributing increased
performance within quartiles between the mid-semester test
and the final examination to only one measure of activity
may be inappropriate, as taking a high measure of one ac-
tivity is implicitly also taking a high measure of another
activity.

However, when considering students’ achievement in the
section of the final examination that was not multiple choice
questions, it is clear that separating the measures yields in-
teresting results, regardless of the correlation between them.
It is interesting to note that it is the number of active days
(rather than the number of questions created) and the length
of comments written (rather than the number of questions
answered) that had an effect on students’ performance on
the non-MCQ exam questions.

7.3 Why was there less effect on the second
quartile?

A C D

Q 0.416 0.322 0.526
A 0.504 0.702
C 0.426

Table 13: Correlations between the different activity
measures, all of which are significant at 1%.

Students in the second quartile did not show significant
differences in examination results with respect to writing
questions, writing comments (along with the third quartile),
or days active. In contrast, the top and bottom quartiles
showed significant activity related improvements over all the
measures we considered.

We can only surmise as to why this phenomenon arose. It
is apparent from browsing the PeerWise database that top
students used the system effectively, and engaged in deep,
reflective learning. Weak students had the most to gain from
a drill-and-practice interaction with the predominantly ba-
sic course material accumulated in PeerWise. However, stu-
dents of mid-ability, who had presumably already mastered
the basics, were not at a level that allowed them to engage
more deeply with PeerWise.

If this analysis is correct, the challenge will be to develop
a tool that scaffolds learners at all ability levels.

8. CONCLUSIONS
Active use of PeerWise is strongly related to students’

grades in both the multi-choice and written sections of the
final examination. The improvements in the written sections
imply that PeerWise use may have resulted in deep learn-
ing, rather than simply coaching students into better MCQ
technique. Our analysis of different measures of PeerWise
activity suggest that, in addition to time-on-task, volun-
tary engagement through the question discussion forum is a
strong contributor to this improvement.

The benefits of PeerWise are not confined to students of
just high or just low ability. We see improvements across all
performance quartiles, and most consistently in the top and
bottom groups. There is some evidence to suggest that Peer-
Wise is of less benefit to mid-ability students, which raises
the challenge of developing variations on this tool capable
of scaffolding learners at all ability levels.

We plan to replicate this experiment in the first semester
2008 under similar conditions, and are also looking to collect
similar data from courses in other disciplines and institutions
that adopt PeerWise.
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