
Mapping IR absorbance in wheat seeds to crucial properties 
using machine learning

Introduction
Certain properties of the wheat seeds and the 
bread are crucial to the outcome when baking 
bread. If a machine learning approach could be 
used to learn these properties then both time 
and money would be saved in comparison to 
the methods used today.

Data
The data consists of NIRS absorbance data for 
100 wavelengths from 288 samples and data 
for the 23 properties we want to be able to 
predict. Due to noise in the measurements, 
data preprocessing is needed which is 
illustrated below. Method

The heatmap shows that only a few properties 
have a linear correlation to the data. Therefore, 
three different linear models were chosen to 
investigate which performs best. To investigate 
if we can predict non-linear relationships, 
neural networks were implemented. Also, an 
artificial property was created from the data to 
test if our Neural Networks structures could 
predict a property with complex non-linear 
correlations. 
Linear models and dimensionality 
reduction
The linear methods implemented are Linear 
Regression and two dimensionality reduction 
methods, PCA and PLSR which respectively 
maximizes the variance and covariance of the 
data and reduces the problem into fewer 
dimensions.

Neural networks
Neural networks consists of layers of neurons 
which are connected by weights that are 
learned by calculating how to minimize the cost 
function. Neural Networks were chosen since 
they are very flexible and can learn 
complicated non-linear relationships.

Result
In summary, the regression models managed 
to predict 5 out of the total of 23 properties, 
using the NIRS absorbance data. These 5 
properties have a linear correlation to the 
absorbance data. The implemented neural 
network could predict the non-linear artificial 
property. However, the network did not manage 
to predict any property that did not have the 
linear correlation.

Conclusion
Only 5 properties could be predicted. The lack 
of results of the non-linear properties is 
because either that the model is not refined 
enough or that there simply does not exist a 
connection between the data and the 
properties.
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Figure 3: A Pearson correlation heatmap to illustrate the properties linear 
correlation to the data, after PLS dimensionality reduction.

Figure 1: The raw NIRS absorbance data for 10 random samples.

Figure 2: The data after baseline removal for the same 10 samples.

Table 1: R2-values, where a score close to 1 indicates a good model, for both 
cross-validation and on the validation set for two NN structures and PLSR (the 
best performing linear model).

Figure 4: Predicted vs observed values on the validation set for WFMO (left) 
and B1 (right).


