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9.2 Statistical Aspects of Least Squares

Exercise 2.4 (2.2): Convergence rates for consistent estimators.

For most consistent estimators of the parameters of stationary processes, the estimation error 6— fo
tends to zero as 1/n when n — co. For nonstationary processes, faster convergence rates may be
expected. To see this, derive the variance of the least squares estimate in the model

Y,=at+ Dy, t=1,...,N

with D; white noise, zero mean and variance \2.

Solution:
The LS estimate & of « is given as the solution to the corresponding normal equations
= .
D= B2
Thus .
& —a= 2=y Dit
it
and . ) 2
E[é — of? = EZt:1 doem1 DitDss A

(o, 2)° S 2

since E[D;D;] = 6;_sA\2. As Sy 12 = w, it follows that the variance of & goes to zero
as n — oo.
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9.2. STATISTICAL ASPECTS OF LEAST SQUARES

Exercise 2.5 (2.3)

Ilustration of unbiasedness and consistency properties. Let {X;}; be a sequence of i.i.d. Gaussian
random variables with mean p and variance o. Both are unknown. Let {x;}" ; be a realization of
this process of length n. Consider the following estimate of pu:

N
D i
i=1

ﬂ:

3=

and the following two estimates of o:

~ 1 ~

o1=75 >y (@i — fi)?

Ga = iy S (i — 1)
determine the mean and the variance of the estimates i, 61 and 2. Discuss their bias and consis-
tency properties. Compare 61 and &5 in terms of their Mean Square Error (mse).

Solution:
The expected i is given as

The variance of ji is computed as

Elp—pu® =E lle SN (X — ) (X5 — )

i=1 i=1

=E

1 n n 0_2

E:}: 2

n2 0 7 ] - n’
i=1i=1

Next note that

. 1 & n—1
E[X; —f)? =E |~ (Xi = X;)| = ——0"

The bias of 67 is derived as

i=1
Hence fi and 65 are unbiased, while 7 is ’only’ asymptotically unbiased.
The variance of 61 is derived as follows. First note that

E[61 — 0?2 = o — 20%E[61] + E[62] = (2” _ 1) o2

The variance of 75 is given as

2
E[6) — 0?]? = 0* — 20%E[61] + E[67] = <1> o?
n—
Hence both &1 and &5 are consistent estimates, but for n > 1, &1 gives a lower variance than 5.
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