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Abstract—Jump Markov linear models consists of a finite number of linear state space models and a discrete variable encoding the jumps (or switches) between the different linear models. Identifying jump Markov linear models makes for a challenging problem lacking an analytical solution. We derive a new expectation maximization (EM) type algorithm that produces maximum likelihood estimates of the model parameters. Our development hinges upon recent progress in combining particle filters with Markov chain Monte Carlo methods in solving the nonlinear state smoothing problem inherent in the EM formulation. Key to our development is that we exploit a conditionally linear Gaussian structure in the model, allowing for an efficient algorithm.

I. INTRODUCTION

Consider the following jump Markov linear model on state space form

\[ s_{t+1} | s_t \sim p(s_{t+1} | s_t), \]
\[ z_{t+1} = A_{s_{t+1}} z_t + B_{s_{t+1}} u_t + w_t, \]
\[ y_t = C_{s_t} z_t + D_{s_t} u_t + v_t, \]

where \( \sim \) means distributed according to and the (discrete) variable \( s_t \) takes values in \( \{1, \ldots, K\} \) (which can be thought of as different modes which the model is jumping between) and the (continuous) variable \( z_t \) lives in \( \mathbb{R}^n_z \). Hence, the state variable consists of \( x_t \triangleq (z_t, s_t) \). Furthermore, \( v_t \in \mathbb{R}^n_v \) and \( w_t \in \mathbb{R}^n_w \) are zero mean white Gaussian noise and \( \mathbb{E}u_t v_t^T = Q_{s_{t+1}}, \mathbb{E}u_t w_t^T = R_{s_t} \) and \( \mathbb{E}w_t v_t^T = 0 \). The output (or measurement) is \( y_t \in \mathbb{R}^n_{y_t} \), the input is \( u_t \in \mathbb{R}^n_u \). As \( K \) is finite, \( p(s_{t+1} | s_t) \) can be defined via a matrix \( \Pi \in \mathbb{R}^{K \times K} \) with entries \( \pi_{m,n} \triangleq p(s_{t+1} = n | s_t = m) \).

We are interested in off-line identification of jump Markov linear models on the form (1) for the case of an unknown jump sequence, but the number of modes \( K \) is known. More specifically, we will formulate and solve the Maximum Likelihood (ML) problem to compute an estimate of the static parameters \( \theta \) of a jump Markov linear model based on a batch of measurements \( y_{1:T} \triangleq \{y_1, \ldots, y_T\} \) and (if available) inputs \( u_{1:T} \) by solving,

\[ \hat{\theta}_{\text{ML}} = \arg \max_{\theta \in \Theta} p_\theta(y_{1:T}). \]

Here \( \Theta \triangleq \{\{A_n, B_n, C_n, D_n, Q_n, R_n\}_{n=1}^K, \Pi\} \), i.e., all unknown static parameters in model (1). Here, and throughout the paper, the dependence on the inputs \( u_{1:T} \) is implicit.

Solving (2) is challenging and there are no closed form solutions available. Our approach is to derive an expectation maximization (EM) [1] type of solution, where the strategy is to separate the original problem into two closely linked problems. The first problem is a challenging, but manageable, nonlinear state smoothing problem and the second problem is a tractable optimization problem. The nonlinear smoothing problem we can solve using a combination of sequential Monte Carlo (SMC) methods (particle filters and particle smoothers) [2] and Markov chain Monte Carlo (MCMC) methods [3]. More specifically we will make use of particle MCMC (PMCMC), which is a systematic way of exploring the strengths of both approaches by using SMC to construct the necessary high-dimensional Markov kernels needed in MCMC [4], [5].

Our main contribution is a new maximum likelihood estimator that can be used to identify jump Markov linear models on the form (1). The estimator exploits the conditionally linear Gaussian structure that is inherent in (1) via Rao-Blackwellization. More specifically we derive a Rao-Blackwellized version of the particle stochastic approximation expectation maximization (PSAEM) algorithm recently introduced in [6].

Jump Markov linear models, or switching linear models, is a fairly well studied class of hybrid systems. For recent overviews of existing system identification methods for jump Markov linear models, see [7], [8]. Existing approaches considering the problem under study here include two stage methods, where the data is first segmented (using e.g. change detection type of methods) and the individual models are then identified for each segment, see e.g. [9], [10]. There has also been approximate EM algorithms proposed for identification of hybrid systems [11], [12] and the very recent [13] (differing from our method in that we use stochastic approximation EM and Rao-Blackwellization). There are also relevant relationships to the PPMC solutions introduced in [14] and the SMC-based on-line EM solution derived in [15].

There are also many approaches considering the more general problem with an unknown number of modes \( K \) and an unknown state dimension \( n_z \), see e.g. [16] and [17], making use of Bayesian nonparametric models and mixed integer programming, respectively.

II. EXPECTATION MAXIMIZATION ALGORITHMS

The EM algorithm [1] provides an iterative method for computing maximum likelihood estimates of the unknown parameters \( \theta \) in a probabilistic model involving latent variables. In the jump Markov linear model (1) we observe \( y_{1:T} \), whereas the state \( x_{1:T} \) is latent.

The EM algorithm maximizes the likelihood by iteratively maximizing the intermediate quantity

\[ Q(\theta, \theta') \triangleq \int \log p_\theta(x_{1:T}, y_{1:T}) p_{\theta'}(x_{1:T} | y_{1:T}) dx_{1:T}. \]

More specifically, the procedure is initialized in \( \theta_0 \in \Theta \) and then iterates between computing an expected (E) value and
solving a maximization (M) problem,

(E) Compute \( Q(\theta, \theta_{k-1}) \).

(M) Compute \( \theta_k = \arg \max_{\theta \in \Theta} Q(\theta, \theta_{k-1}) \).

Intuitively, this can be thought of as ‘selecting the new parameters as the ones that make the given measurements and the current state estimate as likely as possible’.

The use of EM type algorithms to identify dynamical systems is by now fairly well explored for both linear and nonlinear models. For linear models, there are explicit expressions for all involved quantities, see e.g. [18], [19].

For nonlinear models the intermediate quantity \( Q(\theta, \theta') \) is intractable and we are forced to approximate solutions; see e.g. [6], [20], [21], [22]. This is the case also for the model (1) under study in this work. Indeed, the maximization step can be solved in closed form for the model (1), but (3) is still intractable in our case.

It is by now fairly well established that we can make use of sequential Monte Carlo (SMC) [2] or particle Markov chain Monte Carlo (PMCMC) [4] methods to approximate the joint smoothing distribution for a general nonlinear model arbitrarily well according to

\[
\hat{p}(x_{1:T} \mid y_{1:T}) = \sum_{i=1}^{N} \delta_{x_{1:T}}(x_{1:T}),
\]

where \( x_{1:T} \) are random samples with corresponding importance weights \( w_{i} \), \( \delta_{x_{1:T}} \) is a point-mass distribution at \( x \) and we refer to \( \{x_{1:T}^{i}, w_{i}\}_{i=1}^{N} \) as a weighted particle system. The particle smoothing approximation (4) can be used to approximate the integral in (3). Using this approach within EM, we obtain the particle smoothing EM (PSEM) method [21], [20]. PSEM can be viewed as an SMC-analogue of the well known Monte Carlo EM (MCEM) algorithm [23].

However, it has been recognized that MC-MCM and analogously PSEM, makes inefficient use of the generated samples [24]. This is particularly true when the simulation step is computationally expensive, which is the case when using SMC or PMCMC. To address this shortcoming, [24] proposed to use a stochastic approximation (SA) [25] of the intermediate quantity instead of a vanilla Monte Carlo approximation, resulting in the stochastic approximation EM (SAEM) algorithm. The SAEM algorithm replaces the intermediate quantity \( Q \) in EM with

\[
\hat{Q}_{k}(\theta) = (1 - \gamma_k) \hat{Q}_{k-1}(\theta) + \gamma_k \log p_{\theta}(y_{1:T}, x_{1:T}[k]),
\]

with \( \{\gamma_k\}_{k=1}^{\infty} \) being a sequence of step sizes which fulfills \( \sum_{k=1}^{\infty} \gamma_k = \infty \) and \( \sum_{k=1}^{\infty} \gamma_k^2 < \infty \). In the above, \( x_{1:T}[k] \) is a sample state trajectory, simulated from the joint smoothing distribution \( p_{\theta}(x_{1:T} \mid y_{1:T}) \). It is shown by [24] that the SAEM algorithm—which iteratively updates the intermediate quantity according to (5) and computes the next parameter iterate by maximizing this stochastic approximation—enjoys good convergence properties. Indeed, despite the fact that the method requires only a single sample \( x_{1:T}[k] \) at each iteration, the sequence \( \{\theta_k\}_{k=1}^{\infty} \) will converge to a maximizer of \( \log p_{\theta}(y_{1:T}) \) under reasonably weak assumptions.

However, in our setting it is not possible to simulate from the joint smoothing distribution \( p_{\theta}(x_{1:T} \mid y_{1:T}) \). We will therefore make use of the particle SAEM (PSAEM) method [6], which combines recent PMCMC methodology with SAEM. Specifically, we will exploit the structure of (1) to develop a Rao-Blackwellized PSAEM algorithm.

We will start our development in the subsequent section by considering the smoothing problem for (1). We derive a PMCMC-based Rao-Blackwellized smoother for this model class. The proposed smoother can, principally, be used to compute (3) within PSEM. However, a more efficient approach is to use the proposed smoother to derive a Rao-Blackwellized PSAEM algorithm, see Section IV.

III. SMOOTHING USING MONTE CARLO METHODS

For smoothing, that is, finding \( p_{\theta}(x_{1:t} \mid y_{1:t}) = p_{\theta}(s_{1:T} \mid s_{1:T}[k-1] \mid y_{1:t}) \), various Monte Carlo methods can be applied. We will use an MCMC based approach, as it fits very well in the SAEM framework (see e.g. [26], [27]), which together shapes the PSAEM algorithm. The aim of this section is therefore to derive an MCMC-based smoother for jump Markov linear models.

To gain efficiency, the jump sequence \( s_{1:T} \) and the linear states \( z_{1:T} \) are separated using conditional probabilities as

\[
p_{\theta}(s_{1:T} \mid z_{1:T}, y_{1:T}) = p_{\theta}(z_{1:T} \mid s_{1:T}, y_{1:T})p_{\theta}(s_{1:T} \mid y_{1:T}).
\]

This allows us to infer the conditionally linear states \( z_{1:T} \) using closed form expressions. Hence, it is only the jump sequence \( s_{1:T} \) that has to be computed using approximate inference. This technique is referred to as Rao-Blackwellization [28].

A. Inferring the linear states: \( p(z_{1:T} \mid s_{1:T}, y_{1:T}) \)

State inference in linear Gaussian state space models can be performed exactly in closed form. More specifically, the Kalman filter provides the expressions for the filtering PDF \( p_{\theta}(z_{t} \mid s_{1:t}, y_{1:t}) = \mathcal{N}(z_{t} \mid \hat{z}_{t|t}, P_{t|t}) \) and the one step predictor PDF \( p_{\theta}(z_{t+1} | s_{t+1}, y_{1:t}) = \mathcal{N}(z_{t} \mid \hat{z}_{t|t+1}, P_{t|t+1}) \).

The marginal smoothing PDF \( p_{\theta}(z_{1:T} \mid y_{1:T}) = \mathcal{N}(z_{1:T} \mid \hat{z}_{1:T}, P_{1:T}) \) is provided by the Rauch-Tung-Striebel (RTS) smoother [29]. See, e.g., [30] for the relevant results. Here, we use \( \mathcal{N}(x \mid \mu, \Sigma) \) to denote the PDF for the (multivariate) normal distribution with mean \( \mu \) and covariance matrix \( \Sigma \).

B. Inferring the jump sequence: \( p(s_{1:T} \mid y_{1:T}) \)

To find \( p(s_{1:T} \mid y_{1:T}) \), an MCMC approach is used. First, the concept of using Markov kernels for smoothing is introduced, and then the construction of the kernel itself follows.

MCMC makes use of ergodic theory for statistical inference. Let \( K_\theta \) be a Markov kernel (to be defined below) on the \( T \)-fold product space \( \{1, ..., K\}^{T} \). Note that the jump sequence \( s_{1:T} \) lives in this space. Furthermore, assume that \( K_\theta \) is ergodic with unique stationary distribution \( p_\theta(s_{1:T} \mid y_{1:T}) \). This implies that by simulating a Markov chain with transition kernel \( K_\theta \), the marginal distribution of the chain will approach \( p_\theta(s_{1:T} \mid y_{1:T}) \) in the limit.

Specifically, let \( s_{1:T}[0] \) be an arbitrary initial state with \( p_\theta(s_{1:T}[0] \mid y_{1:T}) > 0 \) and let \( s_{1:T}[k] \sim K_\theta(\cdot | s_{1:T}[k-1]) \) for \( k \geq 1 \), then by the ergodic theorem [3]:

\[
\frac{1}{n} \sum_{k=1}^{n} h(s_{1:T}[k]) \to \mathbb{E}_\theta [h(s_{1:T}) \mid y_{1:T}],
\]

where \( \mathbb{E}_\theta \) denotes the expectation with respect to the stationary distribution \( p_\theta(s_{1:T} \mid y_{1:T}) \).
Algorithm 1 MCMC smoother
1: Initialize $s_{1:T}[0]$ arbitrarily
2: for $k ≥ 1$ do
3: Generate $s_{1:T}[k] ∼ K_θ(·|s_{1:T}[k − 1])$
4: end for

as $n → ∞$ for any function $h : \{1, ..., K\}^T → \mathbb{R}$. This allows a smoother to be constructed in Algorithm 1.

We will use the conditional particle filter with ancestor sampling (CPF-AS) [5] to construct the Markov kernel $K_θ$. The CPF-AS is similar to a standard particle filter, but with the important difference that one particle trajectory (jump sequence), $s_{1:T}$, is specified a priori.

The algorithm statement for the CPF-AS can be found in, e.g., [5]. Similar to an auxiliary particle filter [2], the propagation of $p_θ(s_{1:t−1}|y_{1:t−1})$ (approximated by \{s_{1:t−1}, w_{i,t−1}\}_N^{i=1}) to time $t$ is done using the ancestor indices \{a_i\}_N^{i=1}. To generate $s_t$, the ancestor index is sampled according to $P(a_t^i = j) ∝ w_{i,t−1}^j$, and $s_t ∼ p_θ(s_t|s_{1:t−1}^i)$. The trajectories are then augmented as $s_{1:t} = \{s_{1:t−1}^i, s_t^i\}$.

This is repeated for $i = 1, ..., N − 1$, whereas $s_{1:N}^i$ is set as $s_{1:N}^i = s_t^i$. To ‘find’ the history for $s_N^i$, the ancestor index $a_N^i$ is drawn with probability
\[
P(a_N^i = i) ∝ p_θ(s_{1:t−1}^i|s_{1:t}^i, y_{1:t}). \tag{8}
\]
The probability density in (8) is proportional to
\[
p_θ(y_{1:t}; s_{1:T}^i|s_{1:t−1}^i, y_{1:t−1})p_θ(s_{1:t−1}^i, y_{1:t−1}), \tag{9}
\]
where the last factor is the importance weight $w_{i,t−1}$.

By sampling $s_{1:T}[k + 1] = s_{1:T}^i$ from the rendered set of trajectories \{s_{1:T}, w_{i,T}\}_N^{i=1} with $P(J = j) = w_{j,i}$, a Markov kernel $K_θ$ mapping $s_{1:T}[k] = s_{1:T}^i$ to $s_{1:T}[k + 1]$ is obtained. For this Markov kernel to be useful for statistical inference we require that (i) it is ergodic, and (ii) it admits $p_θ(s_{1:T}|y_{1:T})$ as its unique limiting distribution. While we do not dwell on the (rather technical) details here, we note that these requirements are indeed fulfilled; see [5].

C. Rao-Blackwellization

Rao-Blackwellization of particle filters is a fusion of the Kalman filter and the particle filter based on (6), and it is described in, e.g., [31]. However, Rao-Blackwellization of a particle smoother is somewhat more involved since the process $x_t|y_{1:T}$ is Markovian, but not $s_t|y_{1:T}$ (with $z_t$ marginalized, see, e.g., [14] and [32] for various ways to handle this).

A similar problem as for the particle smoothers arises in the ancestor sampling (8) in the CPF-AS. In the case of a non-Rao-Blackwellized CPF-AS, (8) reduces to $w_{i,t−1}P(x_{i,t−1}^i|y_{1,t−1}^i)$ [5]. This does not hold in the Rao-Blackwellized case.

To handle this, (8) can be rewritten as
\[
w_{i,t−1}P(y_{1:T}; s_{1:T}^i|s_{1:t−1}^i, y_{1:t−1}). \tag{10}
\]

Using the results from Section 4.4 in [32] (adapted to model (1)), this can be written (omitting $w_{i,t−1}^i$, and with the notation $∥z∥_Ω^2 ≜ z^TΩz, P ≜ Γ^TΓ$, i.e. the Cholesky factorization, $Q_t ≜ F_tF^T_t$ and $A_t ≜ A_t^T$ etc.)
\[
p(y_{1:T}; s_{1:T}^i|s_{1:t−1}^i, y_{1:t−1}) ∝ \exp\left(-\frac{1}{2}η_{t−1}\right), \tag{11a}
\]
with
\[
A_t = Γ^T_{f,t}Q_tΓ^T_{f,t} + I, \tag{11b}
\]
$η_{t−1} = ∥z_{i,T}^i∥_Ω^2 − 2Γ_{f,t}^TC_{f,t} + ∥Γ^T_{f,t}(λ_t − Ω_{z,T}^i)∥^2_{M_{t−1}^i}$. \tag{11c}

where
\[
Ω_t = A_{t+1}^T(I − Ω_{t+1}F_{t+1}M_{t+1}^{-1}F_{t+1}^T)Ω_{t+1}A_{t+1}, \tag{11d}
\]
\[
Ω_t = Ω_t + C_t^TR_t^{-1}C_t, \tag{11e}
\]
\[
λ_t = A_{t+1}^T(I − Ω_{t+1}F_{t+1}M_{t+1}^{-1}F_{t+1}^T)m_{t+1}, \tag{11f}
\]
\[
λ_t = λ_t + C_t^TR_t^{-1}(y_t − Dtu_t), \tag{11g}
\]
\[
m_{t+1} = (λ_{t+1} − Ω_{t+1}B_{t+1}u_{t+1}). \tag{11h}
\]

and $Ω_T = 0$ and $λ_T = 0$. The Rao-Blackwellization also includes an RTS smoother for finding $p_θ(z_{1:T}|s_{1:T}, y_{1:T})$.

Summarizing the above development, the Rao-Blackwellized CPF-AS (for the jump Markov linear model (1)) is presented in Algorithm 2, where
\[
p_θ(y_t|s_{1:T}^i, y_{1:t−1}) = \mathcal{N}(y_t; C_{s_i}z_{p_{z_t}}^i + D_{s_i}u_t, C_{s_i}P_{s_i}C_{s_i}^T + R_{s_i}). \tag{12}
\]

used. Note that the discrete state $s_t$ is drawn from a discrete distribution defined by $P$, whereas the linear state $z_t$ is handled analytically. The algorithm implicitly defines a Markov kernel $K_θ$ that can be used in Algorithm 1 for finding $p(s_{1:T}|y_{1:T})$, or, as we will see, be placed in an SAEM framework to estimate $θ$ (both yielding PMCMC [4] constructions).

IV. IDENTIFICATION OF JUMP MARKOV LINEAR MODELS

In the previous section, an ergodic Markov kernel $K_θ$ leading $p_θ(s_{1:T}|y_{1:T})$ invariant was found as a Rao-Blackwellized CPF-AS summarized in Algorithm 2. This will be used together with SAEM, as it allows us to make one parameter update at each step of the Markov chain smoother in Algorithm 1, as presented as PSAEM in [6]. (However, following [6], we make use of all the particles generated by CPF-AS, and not only $s_{1:T}[k + 1]$, to compute the intermediate quantity in the SAEM.)

This leads to the approximation (cf. (5))
\[
\hat{θ}_k(θ) = (1 − γ_k)\hat{θ}_{k−1} + γ_k\sum_{i=1}^N w_{i,k}^TQ_{θ,k}[\log p_θ(y_{1:T}, z_{1:T}, s_{1:T}^i)|s_{1:T}^i, y_{1:T}], \tag{13}
\]

where the expectation is w.r.t. $z_{1:T}$. Putting this together, we obtain a Rao-Blackwellized PSAEM (RB-PSAEM) algorithm presented in Algorithm 3. Note that this algorithm is similar to the MCMC-based smoother in Algorithm 1, but with the difference that the model parameters are updated at each iteration, effectively enabling simultaneous smoothing and identification.
Algorithm 2 Rao-Blackwellized CPF-AS

Input: \( s_{1:T}^i = s_{1:T}[k] \)

Output: \( s_{1:T}[k + 1] \) (A draw from \( K_\theta(\cdot|s_{1:T}[k]) \))

1: Draw \( s_{i1:T}^j \sim p_1(s_1|y_1) \) for \( i = 1, \ldots, N - 1 \).
2: Compute \( \{s_{i1:T}^j\}_{i=1}^N \) for \( s_{1:T}^i \) according to (11d) - (11h).
3: Set \( (s_{iN}^1, \ldots, s_{iN}^N) = (s_{i1:T}^i, \ldots, s_{i1:T}^j) \).
4: Compute \( \bar{z}_{i,T}^j \) and \( p_f^i, j = 1, \ldots, N \).
5: Set \( w_i^j \propto p_0(y_1|s_i^j) \) (12) for \( i = 1, \ldots, N \)

s.t. \( \sum_{i=1}^N w_i^j = 1 \)
6: For \( t = 2 \) to \( T \) do
7: Draw \( a_t^j \) with \( (a_t^j = j) = w_t^{i-1} \)
   for \( i = 1, \ldots, N - 1 \).
8: Draw \( s_{i1:T}^j \) with \( \mathbb{P}(s_{i1:T}^j = n) = \pi_{s_{i1:T}^j n} \) for \( i = 1, \ldots, N - 1 \).
9: Compute \( \{s_{i-1:T}^j, \eta_t^j\} \) according to (11b)-(11c).
10: Draw \( a_N^j \) with \( \mathbb{P}(a_N^j = i) = w_N^{i-1} \pi_{s_{1:T}^j N} |s_{1:T}^j|^{-1/2} \exp(-\frac{1}{2} \eta_t^{i-1}). \)
11: Set \( s_{1:T}^i = \{s_{i1:T}^1, s_{i1:T}^j\} \) for \( i = 1, \ldots, N \).
12: Set \( \bar{z}_{i,T}^{j-1} = \bar{z}_{i,T}^{j-1} \).
13: Compute \( \bar{z}_{i,T}^j = \bar{z}_{i,T}^{j-1} \).
14: Set \( w_i^j = \mathbb{P}(J = j) = w_t^{i-1} \).
15: end for
16: For \( t = T \) to \( 1 \) do
17: Compute \( \bar{z}_{i,T}^{j-1} \) for \( i = 1, \ldots, N \).
18: end for
19: Set \( s_{1:T}[k + 1] = s_{1:T}^i \) with \( \mathbb{P}(J = j) = w_t^{i-1} \).

Algorithm 3 Rao-Blackwellized PSAEM

1: Initialize \( \hat{\theta}_0 \) and \( s_{1:T}[0] \), and \( \hat{\theta}_0(\theta) \equiv 0 \).
2: For \( k \geq 1 \) do
3: Run Algorithm 2 to obtain \( \{s_{1:T}^i, w_{i1:T}^j\}_{i=1}^N \) and \( s_{1:T}[k] \).
4: Compute \( \hat{\theta}_k(\theta) \) according to (13).
5: Compute \( \hat{\theta}_k = \arg \max_{\theta \in \Theta} \hat{\theta}_k(\theta) \).
6: end for

(For notational convenience, the iteration number \( k \) is suppressed in the variables related to \( \{s_{1:T}^i, w_{i1:T}^j\}_{i=1}^N \).)

With a strong theoretical foundation in PMCMC and Markovian stochastic approximation, the RB-PSAEM algorithm presented here enjoys very favourable convergence properties. In particular, under certain smoothness and ergodicity conditions, the sequence of iterates \( \{\theta_k\}_{k \geq 1} \) will converge to a maximizer of \( p_\theta(y_{1:T}) \) as \( k \to \infty \), regardless of the number of particles \( N \geq 2 \) used in the internal CPF-AS procedure (see [6, Proposition 1] together with [27] for details). Furthermore, empirically it has been found that a small number of particles can work well in practice as well. For instance, in the numerical examples considered in Section V, we ran Algorithm 3 with \( N = 3 \) with accurate identification results.

For the model structure (1), there exists infinitely many solutions to the problem (2); all relevant involved matrices can be transformed by a linear transformation matrix and the modes can be reordered, but the input-output behavior will remain invariant. The model is therefore over-parametrized, or lacks identifiability, in the general model setting. However, it is shown in [33] that the Cramér-Rao Lower Bound is not affected by the over-parametrization. That is, the estimate quality, in terms of variance, is unaffected by the over-parametrization.

A. Maximizing the intermediate quantity

When making use of RB-PSAEM from Algorithm 3, one major question arises from Step 5, namely the maximization of the intermediate quantity \( \hat{\theta}_k(\theta) \). For the jump Markov linear model, the expectation in (13) can be expressed using sufficient statistics, as will be shown later, as an inner product

\[ \sum_{i=1}^N w_i^j \mathbb{P}(J = j) = w_t^{i-1} \pi_{s_{1:T}^j n} |s_{1:T}^j|^{-1/2} \exp(-\frac{1}{2} \eta_t^{i-1}). \]

for a sufficient statistics \( S \) and corresponding natural parameter \( \eta(\theta) \). Hence \( \hat{\theta}_k \) can be written as

\[ \hat{\theta}_k(\theta) = (1 - \gamma_k) \hat{\theta}_{k-1}(\theta) + \gamma_k <S_k, \eta(\theta)> = <S_k, \eta(\theta)> \]

if the transformation

\[ S_k = (1 - \gamma_k) S^{k-1} + \gamma_k S^k \]

is used. In detail,

\[ \sum_{i=1}^N w_i^j \mathbb{P}(J = j) = \sum_{i=1}^N w_i^j \pi_{s_{1:T}^j n} |s_{1:T}^j|^{-1/2} \exp(-\frac{1}{2} \eta_t^{i-1}). \]

neglecting constant terms in the last expression. This can be verified to be an inner product (as indicated in (14)) in \( S = \{S^{(1)}, S^{(2)}, S^{(3)}\} \). Here the sufficient statistics

\[ S^{(1)}_{n,m} = \sum_{i=1}^N \sum_{t=1}^T \mathbb{I}(s_{i1:T}^j = m, s_{i1:T}^j = n), \]

\[ S^{(2)}_n = \sum_{i=1}^N \sum_{t=1}^T \mathbb{I}(s_{i1:T}^j = n), \]

\[ S^{(3)}_n = \sum_{i=1}^N \sum_{t=1}^T \mathbb{I}(s_{i1:T}^j = n) (\bar{z}_{i,T}^{j-1} + M_{i1:T}) \]

with

\[ \bar{z}_{i,T}^{j-1} = \bar{z}_{i,T}^{j-1} \bar{z}_{i,T}^{j-1} M_{i1:T} \]

and

\[ H_n^\theta = \begin{pmatrix} I & A_n^T \end{pmatrix} Q_n^{-1} \begin{pmatrix} I & A_n \end{pmatrix} D_n^T R_n^{-1} \begin{pmatrix} I & C_n \end{pmatrix} D_n \]
have been used. Further notation introduced is 1 (·) as the indicator function, and

\[ M_{4|T} = \begin{pmatrix} P_{s,t}^1 & P_{s,t-1}^1 & 0 & 0 & P_{s,t}^0 \\ P_{s,t-1}^1 & P_{s,t-1}^0 & P_{s,t-1}^0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ P_{s,t}^0 & P_{s,t-1}^0 & 0 & 0 & 0 \end{pmatrix} \]  

(17g)

For computing this, the RTS-smoother in step 17 in Algorithm 2 has to be extended by calculation of \( P_{x,t+1|T} \) \( \hat{\text{Cov}}[z_{s,t+1}^T z_{s,t}^T] \), which can be done as follows [34, Property P6.2]

\[ P_{s,t-1} = P_{f,t} J_{T-1}^T + J_t (P_{x,t-1,t} - A_{t-1} P_{f,t}) J_{T-1}^T, \]  

(18)

initialized with \( P_{t-1|T} T = (I - K T C_T) A_T P_{f,t-1} \).

Figure 2b shows the estimated Bode plots after 300 iterations.

For notational convenience, we will partition \( S_n^{(3)} \) as

\[ S_n^{(3)} = \begin{pmatrix} \Phi_n & \Psi_n \\ \Phi_n^T \Sigma_n^{-1} & \Omega_n \Lambda_n \Sigma_n^{-1} \end{pmatrix}. \]  

(19)

**Lemma 1:** Assume for all modes \( n = 1, \ldots, K \), that all states \( z \) are controllable and observable and \( \sum_i 1(s_i = n) u_i^T u_t > 0 \). The parameters \( \theta \) maximizing \( Q_h(\theta) \) for the jump Markov linear model (1) are then given by

\[ \pi_i^{(n,m)} = \frac{S_n^{(1,k)}}{\sum_l S_l^{(1,k)}}, \]  

(20a)

\[ [A_n, B_n] = \Psi_n \Sigma_n^{-1}, \]  

(20b)

\[ [C_n, D_n] = \Lambda_n \Sigma_n^{-1}, \]  

(20c)

\[ [Q_n] = (S_n^{(2,k)})^{-1} (\Phi_n - \Psi_n \Sigma_n^{-1} \Psi_n^T), \]  

(20d)

\[ [R_n] = (S_n^{(2,k)})^{-1} (\Omega_n - \Lambda_n \Sigma_n^{-1} \Lambda_n^T), \]  

(20e)

for \( n, m = 1, \ldots, K \).

\( \Phi_n, \Psi_n, \ldots \) are the partitions of \( S_n^{(3,k)} \) indicated in (19), and \( S_n^{(i)} \) are the ‘SA-updates’ (16) of the sufficient statistics (17b)-(17d).

**Remark:** If \( B \equiv 0 \), the first square bracket in (17c) can be replaced by \( \{ z_{s,t-1}^T \} \), and (20b) becomes \( [A_n] = \Psi_n \Sigma_n^{-1} \).

The case with \( D \equiv 0 \) is fully analogous.

**Proof:** With arguments directly from [18, Lemma 3.3], the maximization of the last part of (17a) for a given \( s_t = n \) (for any sufficient statistics \( Z \) in the inner product, and in particular \( Z = \Sigma^k \)), is found to be (20b)-(20e).

Using Lagrange multipliers and that \( \sum_i \pi_i = 1 \), the maximum w.r.t. \( \Pi \) of the first part of (17a) is obtained as

\[ \pi_i = \frac{S_n^{(1,k)}}{\sum_l S_l^{(1,k)}}, \]  

(21)

**B. Computational complexity**

Regarding the computational complexity of Algorithm 3, the most important result is that it is linear in the number of measurements \( T \). It is also linear in the number of particles \( N \).

![Fig. 1: Numerical example 1. Mean (lines) and 0.5 standard deviation (fields) \( \mathcal{H}_2 \) error for 7 runs of our RB-PSAEM using \( N = 3 \) particles (black) PSEM [6] using \( N = 20 \) particles (blue) and PSEM [20] using \( N = 100 \) particles and \( M = 20 \) backward trajectories (red).](image)

**V. NUMERICAL EXAMPLES**

Some numerical examples are given to illustrate the properties of the Rao-Blackwellized PSAEM algorithm. The Matlab code for the examples is available via the homepage of the first author.

**A. Example 1 - Comparison to related methods**

The first example concerns identification using simulated data \((T = 3000)\) for a one-dimensional \((n_z = 1)\) jump Markov linear model with 2 modes \((K = 2)\) (with parameters randomly generated according to \( A_n \sim U[-1,1], B_n \sim U[-5,5], C_n \sim U[-5,5], D_n \equiv 0, Q_n \sim U[0,01,01], R_n \sim U[0,01,01] \)) with low-pass filtered white noise as \( u_t \).

The following methods are compared:

1) RB-PSAEM from Algorithm 3, with (only) \( N = 3 \) particles,
2) PSEM as presented in [6] with \( N = 20 \),
3) PSEM [20] with \( N = 100 \) forward particles and \( M = 20 \) backward simulated trajectories.

The initial parameters \( \hat{\theta}_0 \) are each randomly picked from \([0.5\theta^*, 1.5\theta^*] \), where \( \theta^* \) is the true parameter value. The results are illustrated in Figure 1, which shows the mean (over all modes and 7 runs) \( \mathcal{H}_2 \) error for the transfer function from the input \( u \) to the output \( y \).

From Figure 1 (note the log-log scale used in the plot) it is clear that our new Rao-Blackwellized PSAEM algorithm has a significantly better performance, both in terms of mean and in variance between different runs, compared to the previous algorithms.

**B. Example 2 - Identification of multidimensional systems**

Let us now consider a two-dimensional system \((n_z = 2)\) with \( K = 3 \) modes. The eigenvalues for \( A_n \) are randomly picked from \([-1,1]\). The other parameters are randomly picked as \( B_n \sim U[-5,5], C_n \sim U[-5,5], D_n \equiv 0, Q_n \sim I_2 \cdot U[0.01,01], R_n \sim U[0.01,01] \), and the system is simulated for \( T = 8000 \) time steps with input \( u \) being a low-pass filtered white noise. The initialization of the Rao-Blackwellized PSAEM algorithm is randomly picked from \([0.6\theta^*, 1.4\theta^*] \) for each parameter. The number of particles used in the particle filter is \( N = 3 \). Figure 2a shows the mean (over 10 runs) \( \mathcal{H}_2 \) error for each mode, similar to Figure 1. Figure 2b shows the estimated Bode plots after 300 iterations.
As is seen from Figure 2b, the RB-PSAEM algorithm has the ability to catch the dynamics of the multidimensional system fairly well.

VI. CONCLUSION AND FUTURE WORK

We have derived a maximum likelihood estimator for identification of jump Markov linear models. More specifically an expectation maximization type of solution was derived. The nonlinear state smoothing problem inherent in the expectation step was solved by constructing an ergodic Markov kernel leaving the joint state smoothing distribution invariant. Key to this development was the introduction of a Rao-Blackwellized conditional particle filter with ancestor sampling. The maximization step could be solved in closed form. The experimental results indicate that we obtain significantly better performance both in terms of accuracy and computational time compared to previous state of the art particle filtering based methods. The ideas underlying the smoother derived in this work have great potential also outside the class of jump Markov linear models and this is something worth more investigation. Indeed, it is quite possible that it can turn out to be a serious competitor also in the EM algorithm and the poor man’s data augmentation algorithms.
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