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Abstract

This report presents an overview over secure group communication paradigms
in ad hoc networks, with especial attention to join and leave algorithms.
Although classical group communication, after more than 25 years of devel-
opment, is by now well understood and formalized, group communication
for ad hoc networks is still under development. Firstly, the paradigm of
groups in distributed computing is considered, distinguishing between clas-
sical, multicast and mobile ad hoc groups. Purpose, features, and system
architecture of group communication systems are presented in the light of
historical evolution of this concept. Further, security issues in group com-
munication are outlined, focusing on the changes to the system architecture
which are necessary for making a group communication system secure. Fi-
nally, an overview over group key management in group communication is
given.
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Chapter 1

Introduction

1.1 Motivation and Structure of this Report

The goal of this survey is to identify issues of secure group communication
in mobile peer-to-peer groups with especial attention to join and leave algo-
rithms. However, as the concept of group-oriented system architecture for
distributed computing is much older than the concept of ad hoc networks, it
is important to understand why and how the groups are used in distributed
computing, and what security issues arise with the evolution of this concept.
I identified the following topics concerning the concept of secure groups in
distributed computing:

1. Group-oriented system architectures, see Chapter 2. Group-oriented
systems were developed with different goals, such as service repli-
cation for high availability (the ”classical” groups), multicasting in
large groups, scalable applications in pervasive computing environ-
ment. Very often the developers do not take security considerations
into account, or assume the existence of ”some security service”. This
usually results in the necessity of integrating security mechanisms into
the group management architecture subsequently.

2. Secure group management architectures, see Chapter 3. Work in this
area concentrates on securing the group-oriented abstractions, such as
the policies for the group organization, access control to the groups
(e.g., which processes are allowed to join the group), consistent view
on the events in the group (e.g., causal multicasting for consistent
communication, consistent information about the group membership).
Most of these works assume the existence of the group key, which is the
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key shared between all group members for confidential communication,
but do not go into the details of group key management.

3. Group key management is considered in the almost separate area of re-
search, see Chapter 4. These works consider the initial group key agree-
ment, which happens at the time of the group initialization, and the
subsequent operations needed when the group membership changes.
For example, if a member leaves the group, new group key is needed
in order to prevent the former member from eavesdropping on the
future group communication. On the other hand, if a new member
joins the group, the new key should be distributed such that the new
member cannot decrypt the past group communication.

In the next section, the results of this study are presented in a concise
form. The rest of the report is dedicated to more detailed overview of the
above three topics.

1.2 Executive Summary

1.2.1 Purpose and Functionality of Groups

The concept of group communication services in distributed computing ex-
ists for about 25 years, probably starting in eighties with ISIS, see [Bir93]
for an overview. Groups are used to implement highly available, reliable
and fault-tolerant applications, such as brokerage and trading systems, or
distributed databases.

As summarized in one of the recent articles [ANRST05], group commu-
nication systems provide two main services:

• Group membership: The group members are provided with the list of
all current group members, called the view, and are notified about any
membership changes. Group membership can change due to volun-
tarily joins and leaves, as well as due to communication and process
failures.

An exception constitute anonymous groups, e.g., multicast groups
[Cha05]. There, the members of the group subscribe to the infor-
mation which is disseminated to the group members by some entities
(publishers), but do not communicate with each other directly. In this
situation, group members do not need (or even are not allowed) to
know about other subscribers. In secure multicast setting, the group
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membership is usually tightly coupled with the possession of the group
key which enables the participants to decrypt the multicast traffic.

• Reliable and ordered message delivery: At least causal order of mes-
sages is important in any kind of distributed system. That is, if the
content of message m is dependent on the content of message m′, then
each process should receive m′ before it receives m. More stringent
message orders are also possible.

The above services are realized through agreement on group membership
and on message delivery order. As most kinds of agreement are impossible
in asynchronous distributed systems, real systems usually use timeouts to
determine communication and process failures. In unstable networks, this
may result in correct processes being involuntarily excluded from the groups
due to slow communication or network partitioning. This paradigm also
applies to peer-to-peer and ad hoc groups consisting of wireless devices,
often with relaxed consistency requirements [PH03, LSSI05].

1.2.2 Lifecycle of Groups

The lifecycle of the group consists of the following events.

Group formation (initialization) A group can be started by one or
by multiple entities according to some criteria. For example, in ad hoc
networks, devices which are in the proximity of each other are often members
of the proximity-based groups. Other criteria, such as services which the
group can offer to outsiders, or a collaborative task which the group should
perform (e.g., a video conference, or a collaborative editing session) may
apply to the group formation.

Usually, there is a group initiator which is responsible for the initial
group organization. In dynamic peer groups, this entity is picked dynam-
ically according to some criteria, such as the lowest process identifier, the
largest remaining power of the device, or the advanced computational capa-
bilities. The group initiator determines the initial group members. It may
also select the group leader, and/or coordinate the group key agreement.

Group membership changes Following group membership changes can
be identified:

Single join One process sends to the group a request to join.
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Mass join Multiple independent process send the join request.

Merge (Fusion) Two or more groups are organized into one group. Some-
times one group becomes the subgroup of another group, sometimes a
totally new group emerges.

Single leave (Deletion) One member either leaves the group according to
some criterion. This may happen because it moves out of the group’s
proximity, or becomes unavailable due to some event, e.g., crash, run-
ning out of energy, or a communication failure, such as network parti-
tion or, in case of wireless communication, some obstacle.

Mass leave Multiple entities independently leave the group at the same
time.

Partition (Fission) The group is divided into two or more independent
groups.

On each membership change, special protocols are executed. These pro-
tocols are often driven by a single entity, the current group leader. The role
of the group leader may be rotated between the participants on every mem-
bership change in order to ensure fairness, as the group leader consumes
much more resources than the rest of the group. It sends and receives more
messages than the other participants, and sometimes it is also responsible for
the bulk of the calculation of the new group key [STW00, KPT04a, ABIS05].

The group ends its existence when the last member leaves the group, or
according to some other criteria, depending on the system architecture and
application.

1.2.3 Issues of Join and Leave Events

Join and leave events in all three forms (single, mass, and group join/leave)
have implications on different levels of the group architecture.

Agreement on new group membership list Especially in case of join
events, access to the group should be granted based on some rules.
Usually, the access is granted by the current group leader. The group
leader may take this decision solely on behalf of the group [LSSI05],
or upon an agreement which is usually coordinated by the leader
[STM04]. Agreement is also used in case of exclusion of crashed or
corrupted members from the group. Decentralized agreement of the
type of Byzantine Generals problem [LSP82] is rarely employed due
to its very high communication cost and considerable delay.
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Access control without agreement on the membership list In case no
consistent group membership list is to maintained, it is still important
to restrict access to the group, and especially to delete corrupted group
members. In case the group membership is determined using a public
key certificate [AM02], efficient revocation procedures must be devel-
oped.

New group key calculation In case the communication between the group
members should remain confidential, new group key should be calcu-
lated on each join/leave event. The new key should be independent on
the previous group keys, such that joining entities cannot compute the
previous keys. On the other hand, the leaving group members should
not be able to compute any future group keys.
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Chapter 2

The concept of groups in
distributed computing

This chapter considers three kinds of groups: classical groups, multicast
groups, and ad hoc wireless groups.

2.1 Classical Groups

Classical groups serve as programming paradigms for developing of highly
reliable and fault-tolerant systems. In the early stage of the development
of group communication systems, small groups of 4-12 processes were used
for providing replicated services, fault-tolerance and data replication. Some-
times, these groups had static configurations, join and leave were rare events.
Emphasis in theses systems was on consistent system view at all processes.
After the group concept proved to be very useful for development of dis-
tributed fault-tolerant applications, systems with large groups with partici-
pants connected via wide-area networks emerged.

The first rigorously specified groups communication service (GCS) is Isis
[Bir93]. It was developed in eighties and found its application in the areas
of financial computing (brokerage), database replication, fault-tolerant file
storage, reactive control systems, publish-subscribe systems. Many other
GCSs followed, such as Totem [AMMS+95], Horus [vRBM96], Transis [DM96],
Ensemble [RBD01], Spread [ANRST05].

A classical GCS provides two types of services: group membership service
and reliable and ordered message delivery.

Group membership service provides processes with a list of currently alive
and connected group members. This list is called view. Views may change
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due to processes joining and leaving the group, but also due to process
crashes, network partitions, and malicious attacks.

One of fundamental characteristics of a group membership service is
its reaction to network partitions. A primary-partition membership service
always runs only on one partition, which is called primary partition. Pro-
cesses in the parts of the network which are not connected to the primary
partition are considered faulty. This kind of service is appropriate in small
stable networks, e.g., in wired LANs. On the other hand, partitionable group
membership service allows multiple network partitions to run the service si-
multaneously. That is, if a group splits due to network partitions, all its
parts continue working. If the network becomes connected again, the parts
of the group merge. Partitionable group membership service should be used
in WANs and mobile networks. However, there is a fundamental difference
in designing a GCS for WANs and for mobile ad hoc networks. In WANs
one can safely assume that the network would not partition forever, and any
partitioned group will eventually merge. On the other hand, mobile ad hoc
networks cannot give this guarantee. Therefore, GCSs for WANs usually
cannot be used for mobile ad hoc networks.

Reliable and ordered message delivery makes sure that group members
receive messages sent to the group according to some specified semantics.
For example, messages may be delivered in causal order, such that if the
content of message m depends on content of message m′, then all processes
in the group are guaranteed to receive m′ before m. Another guarantee may
be that any message sent to the group is delivered to the processes while all
of them have the same group membership view.

A rigorous survey of classical GCSs can be found in [CKV01]. This pa-
per provides a comprehensive overview of services offered by different GCSs,
gives an insight (without going into details) into techniques used to imple-
ment them, and provides extensive literature on specifications, protocols and
impossibility results.

2.2 Multicast Groups

With the development of the Internet, applications based on IP multicast,
such as video-conferencing, or multicasting of stock exchange, demanded
some changes in the group communication paradigm. This kind of mul-
ticast happens over very large wired networks. Multicast groups are very
large (thousands of participants) and highly dynamical with with frequent
joins and leaves. Group management is often coordinated by a single au-
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thority (the multicast source). The group participants are only interested
in receiving multicast messages, but do not need a consistent view on group
membership. In case of many-to-many multicast, group management may
be distributed between several authorities. Multicast groups are not very
relevant for this study. A comprehensive overview can be found in [Cha05].

2.3 Wireless Ad Hoc Groups

As wireless personal devices such as laptops, PDAs and mobile phones
emerged, the group communication paradigm has to be adapted to the new
requirements. Developers of applications for wireless communication face
challenges such as unstable links due to interference and obstacles, resource-
limited devices, proximity-dependent connectivity. Considered groups are
usually small to medium-sized (about 10 to 100 participants), do not have
designated leader (all devices are considered as peers, the role of the leader
may be rotated among the participants), experience high group dynamics,
especially due to unreliable wireless links. In the following, I describe some
interesting ideas and important projects from the research area of group
communication for mobile ad hoc networks.

A group communication system (GCS) in a mobile ad hoc network should
provide the two classical services (1) group membership and (2) reliable
message delivery to group members (reliable multicast), despite frequent
communication failures due to wireless communication and node mobility.

Classical GCSs consider node crashes and infrequent network partitions
as possible failures. In addition to these types of failures, GCSs for mobile ad
hoc networks also have to face link failures, sudden short-lived or permanent
device disconnections, long-lived or permanent network partitions. These
new types of failures pose very serious challenges on the specification of a
GCS, as such tasks as agreement on the group view become impossible in
presence of link failures, and furthermore, if the network configuration is
highly dynamical, the classical GCS protocols may take very long time to
stabilize, because after every change in network configuration, such protocol
have to go through a communication-intensive recovery phase which, among
other things, prevents processes from sending application messages.

Two directions of handling node mobility and wireless communication
can be identified:

1. Some authors make additional assumptions on the system model, such
as absence of node crashes and obstacles, or perfect communication
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links [PB98, RHH01]. It is not clear, however, how these assumptions
can be guaranteed in practice.

2. Another way is to adapt the principles of classical GCSs to the new
network model. These GCSs change specifications of their services
such that the services become possible in the harsh model of mobile
wireless networks [BH02, BCM03, LSSI05]. They may relax the spec-
ification of group membership and reliable multicast probabilistically
[BYFK06, LEH04], or allow that multicast messages be delivered only
to the well connected and not too slow group members [Fri03].

2.3.1 Additional assumptions on the network model

In one of the first papers on group communication in mobile networks by
Prakash and Baldoni [PB98], a proximity layer is suggested which monitors
the changes in the neighborhood of a node. The proximity layer enables
the execution of the D-proximity test with the goal to find all nodes within
the distance D from a given node. Based on the proximity layer, a group
membership layer is further proposed. In the first round of the three-round
group formation protocol, a node which wishes to form a group sends a
request to all nodes in its D-proximity. This request may contain further
constraints on the prospective group members, such that not all nodes in D-
proximity can join the group. In the second round a node can acknowledge
the join request, and in this case the leader sends to the node a confirmation
of its group membership.

The proposed group membership protocol is robust to the changes in the
D-proximity information during all phases. The underlying assumptions of
the protocol are that the nodes and links do not fail, and a collision-free
medium access control protocol is used. These assumptions are needed to
guarantee accuracy of the D-proximity test in presence of node mobility.
The weakest point in the concept of proximity layer is the assumption of
fault-free nodes and communication links. Moreover, the presented proto-
col for D-proximity test requires flooding the network with the discovery
messages. Probably, if the D-proximity test would be exchanged for the
D-hops-test which finds all hosts within D hops from the given host, the
resource-consuming flooding might be avoided.

Roman et al. [RHH01] propose the concept of safe distance in order
to maintain consistent group membership in ad hoc networks. They also
assume that the hosts and the links do not fail, and that the only changes in
network configuration are due to node mobility. The nodes move randomly
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with bounded velocity. Two nodes are said to be at a safe distance if they are
in the range of each other and will remain so for a predefined time period T
assuming that they move in opposite directions with maximum speed. Time
period T is determined by the time period needed for joining or leaving the
group and the network latency. A group is called safe if any two group
members are connected by a path along which all consecutive hosts are at
a safe distance. Two safe groups are at a safe distance if at least two hosts,
one in each of the groups, are at a safe distance.

The system consists only of safe groups with unique identifiers. Con-
sidering safe groups gives the advantage of predictable disconnections. An
isolated host is considered as a group with only one member. Each group
has a group leader which periodically gathers location information from all
group members. Every host periodically broadcasts its location information
and its group identifier. If it discovers another group at a safe distance, it
passes this information to the group leader which initiates the group merging
protocol which involves agreement on merging between the group leaders.
On the other hand, if the group leader identifies that some group of hosts is
leaving the safe distance of its group, it initiates the group splitting protocol
where it determines the members and the leader of the new group.

2.3.2 Adaptations of classical GCSs to the new network model

We distinguish between deterministic and probabilistic ways to relax the
specifications of classical GCS services such that they can be implemented
in wireless ad hoc networks.

Deterministic approaches

Briesemeister and Hommel [BH02] extend the idea of partitionable group
membership service and propose localized group membership service in order
to cope with highly mobile ad hoc networks. Each process keeps track of
its neighbors via heartbeat messages. Only neighbors of the process can be
included into its group view. The authors rigorously specified their group
membership service, proved its properties, and applied it to the inter-vehicle
communication for traffic jam detection.

Fuzzy group membership is another idea to cope with the node mobility
and wireless communication [Fri03]. It is incorporated into the JazzEnsem-
ble group communication system for ad hoc networks [Jaz]. Instead of binary
group membership where the members are either considered alive or dead,
each group member is associated with a fuzziness level which depends on
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ability of the process to send protocol and control messages. Members with
various fuzziness levels are treated differently by the system. For example,
usually messages are buffered by the group members until every group mem-
ber acknowledges that it received the message. Only then the messages are
delivered. Using fuzzy group membership, messages may be delivered even
if some members with a high fuzziness level did not acknowledge them. To
the best of my knowledge, JazzEnsemble is the only fully implemented GCS
for ad hoc networks.

The next two works on GCSs do not present formal specifications, such
that their properties are somewhat unclear.

A location-aware group membership middleware for collaborative appli-
cations in pervasive computing AGAPE is presented in [BCM03]. Instead
of global views on group membership, location-dependent local views are
considered. If for some application, the global group membership view is
needed, it can be obtained by merging the local views. The network consists
of cells, each cell contains a base station which manages local group mem-
bership views in its cell. In particular, it processes join and leave requests,
and detects network partitions.

Liu et al. present a group management system for ad hoc networks under
assumption that any node is able to detect coming and leaving neighbors
(e.g., by means of beacons). Groups are formed according to several at-
tributes. Local attributes apply to individual devices: location, proximity,
available resources. Group attributes apply to the whole group, e.g., group
size or reputation. Each group has a group leader which manages all group
membership operations and group communication. The role of the group
leader can be rotated in case of leader failure.

Probabilistic approaches

Luo et al. [LEH04] propose group communication with probabilistic guaran-
tees on group membership and reliable multicast. In contrast to the classical
group communication systems, no guarantees can be given that all members
receive a message in the same view, as the notion of the global group view
does not exist in the system. Instead, each group member only has a par-
tial view on group membership. To update their partial views, members
exchange membership information. Information is disseminated using gos-
siping : Each host randomly selects a certain number of group members from
its view and sends the message to them.

Another way to relax the GCS specifications probabilistically is by uti-
lizing random walks. In [BYFK06], a random walk based group membership
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service provides every node with a partial group view such that the nodes in
this view are selected uniformly and randomly out of all network nodes. In
[DSW06], a mobile agent collects and distributes information about group
membership in the network during a random walk. Their group membership
algorithm is self-stabilizing such that eventually, with a high probability, all
group members become aware of the current group membership.
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Chapter 3

Secure group communication
systems

Secure group communication systems (GCSs) should offer security guaran-
tees on their two main services: group membership and reliable ordered
message delivery to the group members (multicast).

There are two main kinds of secure GCSs: (1) GCSs secure against
Byzantine (i.e., arbitrary, including malicious) failures of the group mem-
bers, and (2) GCSs secure against outsider attacks under the assumptions
that all group members behave correctly or fail benignly (e.g., crash, or fail
to send or to receive messages). This kind of secure group communication
is called the fortress security model in [RBD01].

In the following, we first identify requirements on secure group com-
munication, and then give an overview over secure GCSs of both kinds for
classical as well as for ad hoc networks.

3.1 Requirements on Secure Group Communica-
tion

Following issued should be considered when developing a secure GCS in the
fortress as well as in the Byzantine security models:

Access control to the group One of the most important questions is
admission to groups. Which entities are allowed to create a group, and on
which grounds are new members admitted to the group? Furthermore, how
may a member be excluded from the group? What happens in case the
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group partitions due to network disconnection? In which cases are some
groups allowed to merge? All named issues are actually trust issues and
depend on the security policies of the system.

In the fortress security model, access control to the group plays a very
important role, as any process admitted to the group is trusted. Of course,
also in the Byzantine model, access control is needed in order to limit the
number of Byzantine nodes. In classical groups, access control is usually
realized using some centralized authentication service. Especially in ad hoc
GCSs access control and trust management between the system participants,
and between different groups is a very important issue, as these systems
cannot rely on always available centralized trust management services, such
as certification authorities or centrally managed access control lists.

Group authentication Apart from being able to control which processes
may become a member of a group, the group members should also be able
to prove to the outside world that they belong to a particular group. That
means that the group as a whole should be able to prove its authenticity.
For example, if a process wants to join a particular group, it should be
impossible for any outsider to impersonate this group to the process.

Secure group membership protocol A group membership protocol
should provide the participants with a correct estimation of currently alive
and connected group members. It should be impossible (or hard) for an at-
tacker to disrupt the protocol such that an incorrect view is accepted by the
participants. For example, if the view change protocol is coordinated by a
designated leader, an attacker should not be able to impersonate the leader,
or to change in transit the list of the group members. Thus, integrity and
authenticity of any group membership view should be assured. Moreover,
in the Byzantine model, the protocol should tolerate a Byzantine leader.

Secure group communication After a group is established, the group
communication must be protected from eavesdropping and impersonation
attacks. That is, confidentiality and integrity of the messages sent in the
group must be guaranteed. This is usually achieved through symmetric en-
cryption and authentication using the group key which is known only to
the group members. Group key management is often studied separately in
the literature, as it is a complex issue involving several cryptographic pro-
tocols. Group key management includes the initial group key establishment
and the subsequent key establishment associated with changes in the group
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membership. On every group membership change, the group key should
be recalculated in order to prohibit the members which left the group from
eavesdropping on further communication, and the members which recently
joined the group from decryption of past group messages. Group key estab-
lishment protocols are considered in Chapter 4.

On the other hand, if some guarantees exist on message delivery, such
as causal or FIFO order, the group communication protocols should be pro-
tected from violations of these properties by outside attackers and by com-
promised group members (in the Byzantine security model).

Interplay between the group key establishment and the group
membership protocols During the group membership change, secure
group communication using the old group key is impossible, as it is not
clear which of the old group members are going to leave the group. On the
other hand, it is also impossible to establish a new group key, as the mem-
bers of the new group membership view are not known yet. Therefore, all
messages sent during the group membership protocol should be secured in
some other way than by using the group key. For example, this may involve
public key cryptography. Moreover, only after the new view is installed at
all group members, the group key establishment protocol for this view can
start.

3.2 Group Communication Secure against Byzan-
tine Failures

There are not many GCSs which are secure against Byzantine failures. The
reason for this lies in a very severe communication load in such systems,
as the group members have to reach agreement on every single protocol
message. This has a great impact on performance of the whole system.
Accordingly, none of the current Byzantine tolerant GCSs was developed
with wireless ad hoc networks in mind, as communication overhead is often
considered prohibitively high even in wired networks.

Rampart Rampart [Rei95] is the first Byzantine tolerant GCS. It facili-
tates the realization of trusted services, such as certification authority. These
services are replicated to achieve high availability, which makes it easier for
an attacker to penetrate one of the replica servers. Therefore, the services
should work correctly despite compromise of some of their components by
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attackers. If less than one third of sites is compromised, the service continues
working correctly.

Rampart assumes an asynchronous network and comprises a Byzantine
tolerant group membership and reliable multicast protocols. In reliable mul-
ticast, all messages from the same sender are received by all group members
in the FIFO order. These protocols are used to implement atomic mul-
ticast, which is core component for realization of replicated services. In
atomic multicast, all messages should be received in the same order as they
were sent. Access control in Rampart is based on public key cryptography.
Each server is given the public keys of all other servers in the system. This
happens either manually by an operator, or can rely on a PKI.

SecureRing The SecureRing GCS [KMMS01] also tolerates up to one
third Byzantine group members. The processes are organized in a logical
ring, and the communication is organized via multicasting a token. From
this token, the members processor conclude which process will be sending
messages in the next communication round. SecureRing utilizes a Byzantine
fault detector which, among other things, detects the processes which do not
properly handle the token, a Byzantine group membership protocol, and a
secure and reliable message delivery protocol.

Secure JazzEnsemble The Byzantine tolerant extension to the JazzEnsem-
ble GCS [Jaz] is described in [DFK06]. Although JazzEnsemble (see Sec-
tion 2.3.2) was developed for ad hoc networks, its secure version can only
be used in wired networks. Its performance, however, is much better than
the the performance of the previously presented Byzantine GCSs at the
cost of lower number of tolerated Byzantine processes. Thus, its member-
ship protocol tolerates not more than 1/6 fraction of the participants to be
Byzantine. According to the authors, the system can be extended to the
ad hoc networks. However, the performance of such a system in ad hoc
networks remains unclear.

The Byzantine tolerant version of JazzEnsemble was tested on up to 50
processors, whereas the group size of Rampart and SecureRing should be
not more than 10 processors.
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3.3 Fortress-Inspired Secure Group Communica-
tion

In the fortress security model, the members of a group are considered trust-
worthy, such that the groups have to be protected from outsider attacks.

Secure ISIS The first security architecture of the fortress kind was devel-
oped for ISIS [RBG92]. Access to the groups is organized via access control
lists (ACLs). Although this method lacks flexibility in large networks with
frequent group membership changes, it fitted the properties of ISIS very
well, as group joins were supposed to be rare events in this GCS. The pro-
cess which creates the group (the group initiator) specifies the corresponding
ACL as the set of pairs (owner, site) describing the process owner and the
site (machine) where the process runs. Thus, the creating process specifies
users and machines which it trusts.

Moreover, the site on which the group initiator resides, also creates a
public/private key pair for the group for the purpose of group authentica-
tion. Each group member receives the private key, called the group authen-
tication key, after it joins the group. The public key is included into the
group address. Thus, any process which joins the group firstly has to obtain
the authentic address of the group. This is done by asking the name ser-
vice, which should be implemented as a Byzantine tolerant, highly available
service, see e.g. [RB94]. After the address is obtained, the joining process
can verify the authenticity of the group it wishes to join.

On the other hand, the authenticity of the joining process can be veri-
fied by means of its certificate, which is issues by an authentication service
which should, as well as the name service, be Byzantine tolerant and highly
available. The certificates are actually issued to the sites where the pro-
cesses run, and all cryptographic keys are also hold by the sites and not by
the processes. It is done in order to prevent malicious processes residing on
uncorrupted sites from improper using of these keys.

Further, the ISIS security architecture protects group communication
using a symmetric group communication key. This key is created by the
group initiator and is distributed to the group members during the join
protocol. If a process sends messages to a group for the first time, its
site creates a connection to all group members, and generates a symmetric
authentication key for this connection. This key is distributed using the
group communication key. Thus, different keys are used for each multicast
source.
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Finally, secure ISIS provides secure causal multicast. In uncorrupted
groups, causality of message delivery is assured by the “normal” ISIS causal
multicast protocols combined with authentication and integrity protection of
messages. However, if a process is a member in several groups, and some of
them are corrupted, then the processes in the corrupted groups were shown
to be able to manipulate the ISIS protocols in the following way. Assume
the process p is a member of groups G and G′, and a message m was sent
in group G before message m′ was sent in group G′. The if the group G′

is corrupt, it can manipulate the causal multicast protocol such that m′ is
delivered to p before m. This is called the backdating attack, and secure
causal multicast provides protection against this type of attacks.

Enclaves Enclaves [Gon97] is system which enables secure ad hoc col-
laboration over the Internet. An enclave is created by a designated group
leader, and users which want to join the enclave should be able to authen-
ticate each other and the group leader by means of passwords or public
key certificates. To join the group, a new user should authenticate to the
group leader. Group communication is protected using a shared group key
disseminated by the leader. It is not a GCS in the classical sense, as it
is not fault-tolerant and does not employ group membership and reliable
ordered multicast protocols. If the leader on an enclave fails or becomes
disconnected, the the whole enclave ceases to exist.

Secure Spread Spread is a partitionable client/server based GCS for
WANs. Each group includes a small number of servers where the resource
consuming distributed protocols, such as group membership, run, and a
large number of clients. This greatly improves performance and scalability
of the system.

In [ANRST05], four versions of a security architecture for Spread are
presented and analyzed. They differ in the place where the cryptographic
operations and the group key management protocols are executed. In the
layered security architecture, all cryptographic and key management oper-
ations are executed on the clients. The advantage here is that all crypto-
graphic secrets are kept at clients, thus the end user does not need to trust
the servers to keep his secrets. However, cryptographic operations and key
management slow down the system’s performance quite considerably.

On the other hand, the integrated security architecture executes crypto-
graphic operations partly on the servers. Three variants of this architecture
are presented. In the first variant, group key management and secure group
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communication are offloaded to the servers. Clients establish secure channels
with the servers. On the second variant, clients encrypt and authenticate
messages using a group key which is generated by the servers for each view.
This means, among other things, that the messages should be delivered in
the same view in which they were sent, as otherwise, the group key will
have changed (this is called “sending view delivery”). The third variant is
similar, but the it supports a different GCS semantics, called “same view
delivery”, where the messages need not to be delivered in the view in which
they were sent. In this case, the servers need to keep the group keys from
the previous views in order to reencrypt the messages which were sent in
previous views with the current group key. Most of Secure Spread vari-
ants use Tree-Based Group Diffie-Hellman key agreement protocol (TGDH)
[KPT04b] which is described in Chapter 4. This protocol is contributory : it
requires each participants to contribute a secret during the key generation.

Secure Ensemble Ensemble [RBD01] is a partitionable GCS which can
support groups of hundreds of members. All processes have access to a
trusted authentication and authorization services which can be organized in
a centralized fashion (e.g., Kerberos) or in a distributed fashion (e.g., PGP).
The emphasis is on use of symmetric key cryptography whenever possible.
In particular, no Diffie-Hellman based group key agreement protocols are
used. The emphasis in secure Ensemble is made on efficient merge and group
rekeying protocols. Users may specify security policies in the form of access
control lists (ACLs). Trust relationships are assumed to be symmetric and
transitive. Only processes which mutually trust each other can form a group.
If the security policy of a group member changes, it requests exclusion of
the untrusted member and rekeying. Trusted processes are allowed to join
a group without rekeying.

Secure Ensemble comprises a protocol for fast and secure merging of
groups which were split due to networks partitions. After the network be-
comes connected again, the group components from the different partitions
are likely to be using different keys, such that a common key should be
established in the course of the merge procedure. Actually, in the course
of the mutual key establishment, one group component securely switches to
the key of another group component. To this purpose, the group leaders
of each component engage in authenticated two-party Diffie-Hellman key
exchange. Here the trusted authentication service is used. Then one of the
group leaders (chosen deterministically on the basis of its name) gives its
group key to another group leader, encrypted with the key resulted from
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the Diffie-Hellman protocol. Only after this event the actual merge protocol
can be started.

Secure Ensemble also utilizes a group rekeying protocol which efficiently
supports joins, merges, and single leaves. It is called the Diamond protocol
and organizes the group participants in a diamondlike graph. The nodes of
the graph are participants, and the edges represent secure channels between
the participants. Secure channels are created using authenticated Diffie-
Hellman key exchange and are, therefore, expensive. For this reason, an
algorithm makes sure that, in case of rekeying, the number of new channels
to be created is kept as small as possible. For example, when two groups
merge, the channels already existent in the groups should be used. The
new key is distributed along the edges. The diamond graph is guaranteed to
have logarithmic diameter, which favorably influences latency of the rekeying
protocol.

3.4 Trust and Relationship Management in Mo-
bile Ad Hoc Groups

As already mentioned above, there exists no rigorously specified secure GCSs
which were specifically designed for ad hoc networks. For example, the
AGAPE system [BCM03] is said to posses a security layer in its architecture,
but no further description of this layer is given. Similarly, the GCS for ad
hoc networks described in [LSSI05] uses a group key agreement protocol
[ABIS05], and considers reputation as one of the attributes of the system
participants, but no further explanations on how these security measures
are integrated into the system can be found in the literature. Both systems
are briefly described in Section 2.3.2.

Generally, the notion of a group in ad hoc networks is different from the
notion of groups in the classical meaning of a group communication system.
The groups do not longer consist of the processes, but more often of per-
sonal mobile devices closely associated with their users. The requirements
of consistent group membership and reliable ordered message delivery to the
group members are often relaxed, as shown in Section 2.3.

However, a specific and very difficult question about secure group man-
agement in ad hoc networks arises which was not a big issue in the clas-
sical groups. This issue is trust and relationship management, especially
in connection with the access control to the groups. How should security
policies of the system be organized in order to allow devices from different
users/domains to cooperate securely on a collaborative task? For example,
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if a device wants to join a group, how can the mutual trust be established?
The Resurrecting Duckling [SA00, Sta01] is one of the most famous

paradigms for trust management in ad hoc networks. It introduces group
formation according to the muster/slave principle, where a dedicated user’s
device, called controller, builds secure transient associations with other de-
vices which belong to the same user. An association is built during the
imprinting process, where the master device translates the shared key to
the slave through some secure channel, e.g., physical contact. Topics such
as change of the controller (the user gives the device to somebody as a gift,
or lends the device), multiple controllers with different access rights (user
versus manufacturer), and collaboration of devices which belong to different
users are also considered. Further extensions to the Resurrecting Duckling
policy model are presented in [Roh04]. They comprise the ownership model
which helps to establish trust associations between devices which belong to
the same user,and the security policy definition language which supports
authentic key exchange and delegation mechanisms.

In [AM02], a distributed security architecture for access control to groups
in ad hoc networks based on public key certificates is presented.

A new group is created by the creating a public/private key pair for the
group by its first member, which is called group leader. Each new member
gets a member certificate signed with the group key. The certificates contain
the group public key (group identifier), the public key of the new member,
validity period, and the signature. Leader can delegate leadership by issuing
leader certificates. Multiple leaders make the group fault-tolerant. However,
a protocol for coordinating the information on group membership is needed
(it is not given in the paper). Groups can be nested. A subgroup is created
using a subgroup certificate.

The main problem in this security architecture is the distribution of
membership revocation lists. A best-effort solution is proposed where the
revocation lists are propagated from member to member. In case the leader
is revoked, the whole group may perish, as the membership certificates would
not be valid anymore. The proposed solution utilizes multiple leaders and
redundant certificate chains.
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Chapter 4

Group key management for
secure group communication

The evolution of group key management schemes goes in parallel with the
evolution of the group concept in distributed systems. The first group key
management schemes were developed for static wired networks with a small
number of participants. Key management protocols for large and very large
dynamic groups followed, to be used with, e.g., IP multicast. With the
advances of wireless ad hoc networks, group key management protocols for
this kind of networks emerged.

Group key management protocols are numerous, as well as surveys on
this topic. The latter include [DMS99b], [Bha03], [RH03] [CS05], [DB05],
[CS05], [Man06]. This chapter gives an overview based on these surveys,
and presents some protocols which were developed for ad hoc networks.

4.1 An Overview of Group Key Management Al-
gorithms

Group key is a secret key known to all group members and only to them. It
is used to protect messages which are sent in the group from eavesdropping,
and sometimes also from malicious changes by outsider attackers. Usually,
this is accomplished by means of symmetric encryption and message au-
thentication codes. In case of integrity protection, it is clear that if all
participants share the same key, they are able impersonate each other and
change message content. Therefore, if impersonation and tampering with
message contents is an issue inside the group, other means than the group
key should be used for integrity protection. In the following, we only con-
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sider the case where all group members want to share a key for protection
from outsider attacks.

Key management denotes the set of procedures which establish and
maintain keys. To the key maintenance operations belong initial key es-
tablishment, key transport, and rekeying.

Key transport Group key management protocols can be classified ac-
cording to the trust placed on group participants to the system and to
each other. In centralized approaches, a designated entity (e.g., the group
leader, or a key server) is responsible for calculation and distribution of the
group key. In decentralized approaches, this function is distributed between
several hierarchically organized entities. Both centralized and decentralized
approaches are also called key transport protocols, as in these schemes, some
designated entities create and securely transfer the secret key to the group
members. In both approaches, group participants trust the key distribution
entities to behave correctly according to the security requirements on the
group key (see below), and be always available in case rekeying is needed.

Key agreement On the other hand, in distributed, or contributory key
management protocols, all group participants cooperate in establishing the
common secret. This kind of group key establishment is also called group
key agreement. In this case, even if there is a designated group leader which
plays a special part in the protocol (e.g., collects some protocol messages and
makes some calculations on them), the security of the resulting key does not
depend on it. That is, no group member can influence the key generation
process or the resulting key to its benefit.

4.1.1 Security Requirements on Group Key Management

The following security requirements can be identified for group key manage-
ment protocols.

• Secrecy is the most obvious requirement that the current group key
be known only to the current group members and cannot be derived
by non-participants at any time.

• Forward secrecy means that knowing past group keys should not enable
calculation of current or future group key. In particular, past group
members should not be able to decrypt group messages after they left
the group. This means that a rekeying procedure should be started
after every leave or partition event.
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• Backward secrecy : knowing current group key, it is impossible to ob-
tain any group keys used in the past.

• Perfect forward secrecy means that compromising any long-term se-
crets held by the participants should not reveal group keys.

• Key independence: knowing a subset of group keys does not enable
calculation of any other group keys.

The decision whether satisfying all these requirements is actually neces-
sary for the system depends on the security policy of. For example, if past
group members can be trusted not to eavesdrop on the future group commu-
nication, or are known to be disconnected from the network, no immediate
rekeying after a leave or partition event is required. Moreover, if a group
splits due to a network partition, each part of the group may keep the group
key in order to make the subsequent group merge more efficient.

Similarly, if a new member joins the group, it may be even necessary for
it to know the past group communication. For example, a video conference
participant which is late should be able to know what was going on in the
part of the meeting which he missed.

4.1.2 Group Key Transport

The description of group key transport protocols in based on the surveys
[RH03] and [CS05].

Centralized approaches

In the centralized case, a designated entity, called the key server in the
following, distributes the group key to all participants.

In the pairwise key approach, the key server shared pairwise keys with
each participant. For example, in [HM97], apart from pairwise keys and the
group key, all current group participants know a group key encryption key
(gKEK). If a new participant joins the group, the server generates a new
group key and a new gKEK. These keys are sent to the new member using
the key it shares with key server, and to the old group member using the
old gKEK.

The secure lock [CC89] uses the Chinese Reminder Theorem (CRT) for
traffic encryption. The key serves shares pairwise keys with each participant.
The traffic is actually encrypted with a random key, and this random key
is then “locked” such that it becomes the solution to a particular system of
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linear congruences. The server computes the lock using the CRT and the
pairwise keys, and sends the lock to the members together with the group
message. It is not clear, however, how join and leave events can be handled
by the system. The idea of secure lock is extended to the decentralized key
management in [SLBE02].

Most efficient approach to rekeying in the centralized case is the hierarchy
of keys approach. Here, the key server shares keys with subgroups of the
participants, in addition to the pairwise keys. If in the previous approaches,
each participant needed to be sent a separate message encrypted with its
personal key, in the hierarchical approach most group members get the new
group key encrypted with the key of its subgroup. On the other hand,
group members have to store not only the pairwise keys, but also a number
of subgroup keys, as the subgroups are organized hierarchically (e.g., in
a tree). Thus, the hierarchical approach trades off storage for number of
transmitted messages. Below, some approaches are outlined.

Logical key hierarchy was proposed independently in [WHA99] and [WGL00].
The key server maintains a tree with subgroup keys in the intermediate nodes
and the individual keys in the leaves. Each node knows, apart from the in-
dividual keys shared with the key server, all keys on the path to the root. In
root, the group key is stored. As the depths of the balanced binary three is
logarithmical in the number of the leaves, each member stores a logarithmi-
cal number of keys, and the number of rekey messages is also logarithmic in
the number of group members instead of linear, as in previously described
approaches.

In [WGL00], an an extension of LKH to k-ary trees [WGL00] is proposed.
One-way function trees (OFT) [SM03] enables the group members to cal-
culate the new keys based on the previous keys using a one-way function,
which further reduces the number of rekey messages.

In the Diamond protocol [RBD01], no hierarchical key tree is maintained.
The participants are required to be able to establish pairwise keys on de-
mand. The group is organized into a diamondlike graph with a designated
leader. Graph edges correspond to the secure channels established between
the nodes. Each time a member or a subgroup joins or leaves, the leader cal-
culates the most efficient rekeying schedule and, if necessary, rebalances the
diamond structure. Nodes pass the key to each other over secure channels
according to the diamond graph.

The performance of the protocols is compared in [RH03] and [CS05]
in detail, including message and storage overhead for join and leave events.
The pairwise key approach exhibits linear complexity. Secure lock, although
most efficient in number of messages, poses serious load on the server and
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can be used only for small groups. All tree-based protocols have logarithmic
communication and storage complexity at the members, and linear storage
complexity at the key server. The Diamond protocol has linear message
complexity and requires a small number of Diffie-Hellman key exchanges
per membership change event.

Decentralized approaches

In the decentralized approaches, instead of one key server, there is a hierar-
chy of key servers which distribute the new keys to the group members, see
[RH03] and [CS05] for examples and analysis.

4.1.3 Group Key Agreement

The contributory protocols are very enthusiastically studies in the cryp-
tographic community. Indeed, they pose a very interesting problem. In
addition to the mentioned above security requirements, a key agreement
protocol should satisfy the following:

• The key management protocols should be contributory meaning that
all members should contribute to the key, and it should be infeasible
to derive the key in the absence of one contribution.

• There is no central authority, although a protocol leader may be se-
lected for a particular execution. However, the role of the leader should
be interchangeable.

• The derived key cannot be predicted or influenced by any protocol
participant, including the leader. That is, the resulting key should be
random.

• Authenticated GKA makes sure that all group member, and only them,
compute the group key.

There exist more than 20 group key agreement (GKA) protocols, and
there are also numerous comparison papers on their performance and se-
curity. Thus, [RH03] compare 8 protocols with respect to their number of
rounds, communication and computational complexity. In [CS05], 11 proto-
cols are analyzed. Finally, [Man06] presents over 20 GKA protocols which
are analyzed with respect to their security. This survey does not include
some of the protocols described in the previously mentioned surveys. Effi-
ciency is not considered in the latter survey.
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GKA protocols can be classified according to their communication pat-
tern, to the use of broadcast communication, and to the use of Diffie-Hellman
(DH) key agreement.

Ring based GKA In some protocols, members are organized in a ring.
The first member starts the protocol by sending its contribution which is
usually a DH public exponent gr, where g is generator of a cyclic group
and r a fresh random value, to its neighbor. Each participant then com-
putes its contribution using a fresh random value and the message received
from its neighbor. At some points of the protocol, a designated member
(or members) broadcast the resulting partial group key values. The round
and message complexity of these protocols is linear in the number of partic-
ipants. The CLIQUES protocol suite [STW00] is an example of ring-based
cooperation.

Hierarchical GKA In the hierarchical GKA protocols, the members are
organized according to some structure. For example, in the Octopus protocol
[BW98], the participants are divided into four groups. Each group agrees
on a partial group key value using DH, and then the subgroup leaders agree
on the final group key. In Hypercube [BW98], the users are organized into
a d-dimensional hypercube, i.e., a graph where each user is connected to d
other users.

Most popular form of hierarchical GKA protocols is tree-based coopera-
tion. If a balanced tree is used, the costs of group operations, especially, the
number of partial group key value calculations, is logarithmic. For example,
in the Tree-based Group Diffie-Hellman (TGDH) protocol the participants
are organized into leaves of a balanced binary tree, and compute the partial
DH key values starting from the tree leaves, such that in each round, the
partial values in one tree level are computed.

Protocols dLKH (distributed Logical Key Hierarchy) [RBD00] and dOFT
(distributed One-way Function Tree) [DMS99a] are the contributory vari-
ants of the centralized LKH and OFT protocols (Section 4.1.2) which also
use balanced binary trees for cooperation.

In the STR protocol [KPT04a] uses the linear binary tree (the binary
tree with linear depth) for cooperation and provides communication-efficient
protocols with especially efficient join and merge operations.

Trenary trees are used in [LKKR03] and [DBS04]. These protocols are
based on three-party DH key exchange [Jou00].

28



Broadcast based GKA Broadcast based protocols have constant num-
ber of rounds. For example, in three-round Burmester-Desmedt (BD) pro-
tocol [BD05] each participant broadcasts intermediate values to all other
participants in each round. The communication and computational load
is shared equally between all parties. In the one-round protocol [BN03], a
designated participant experiences a much more severe computational load
than all other participants. Among other things, it has to compute n − 1
public key encryptions, whereas all other participants are not required to to
any cryptographic operations apart from computing the group key using a
cryptographic hash function.

Efficiency comparisons As the number of GKA protocols is very large,
a comparison of all these protocols would be too complex. Usually, one has
to choose some GKA protocols which are appropriate in a certain situation,
and then compare their complexities. Such comparisons are numerous in
the literature. Usually, protocols are compared with respect to the join,
leave, merge and partition operations. Appropriate metrics are round and
message complexity, number of broadcast and unicast messages, and com-
putational complexity (e.g., number of modular exponentiations). For ex-
ample, [Bha03] compares CLIQUES, TGDH and STR. The performance of
CLIQUES, TGDH, STR and the BD protocols protocols is also compared
in [AKNRT04] and [ZAFL05]. The latter paper also proposes two new GKA
protocols. In [Man05], the above protocols are compared not only with re-
spect to the above metrics, but also with respect to message size and memory
requirements.

4.2 Group Key Management in Ad Hoc Networks

In the setting of ad hoc networks, it is often argued that the contributory
key agreement should be preferred, as participants of an ad hoc network
do not trust each other. However, trust issues really depend on the con-
sidered system. For example, if all properly authenticated and authorized
group members are trusted, and the authorization takes part before the
group key establishment, there should be no objection to the centralized
approach where the group key is calculated and distributed by the group
leader. Centralized group key management algorithms are often much more
computation and communication effective than the contributory ones, as the
latter are often based of Diffie-Hellman key exchange, or on otherwise usage
of modular exponentiations.
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Asokan et al. [AG00] describe a password-based GKA protocol for small
ad hoc groups. If people in a room want to share a group key, they share
a short secret (e.g., write it on the blackboard), and then perform a series
of modular exponentiations and communication in order to derive a strong
shared secret from this weak shared secret.

Yasinsac et al. [YTCC02] propose a verifiably contributory GKA where
each participant can be sure that its contribution was indeed used in the
final key calculation.

Augot et al. [ABIS05] present This protocol is integrated into the GCS
for ad hoc networks [LSSI05], see Section 2.3.2.

Manulis [Man05] distinguishes between protocols for homogeneous groups
where all members experience approximately the same load, and the pro-
tocols for heterogeneous groups where some members have to execute more
operations or to send more (or larger) messages than the other. Further-
more, he presents optimized versions of CLIQUES, BD, STR and TGDH
which use elliptic curve cryptography and compares their performance.
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Chapter 5

Conclusion

The concept of group communication in ad hoc networks is different from
the classical group communication systems (GCSs), which were designed
for LANs or WANs. Groups do not longer consist of the processes, but
more often of personal mobile devices closely associated with their users.
Classical GCSs provided to the application consistent group membership and
reliable ordered group communication (multicast). In ad hoc networks, these
consistency requirements have to be relaxed considerably. For example,
group members are only provided with partial membership information, and
with probabilistic guarantees on message delivery.

Also the purpose of groups has changed. Classical GCSs were designed
as middleware for developing fault-tolerant applications. Members of ad
hoc groups often engage in peer-to-peer collaboration without synchroniza-
tion with the other group members, and the main questions are trust and
relationship management, especially access control to the group.

In light of this paradigm shift, interesting questions arise which are worth
investigation. For example, how can partial membership information be
combined with group key agreement protocols. These protocols usually as-
sume that all group members are known. Also the concept of fuzzy group
membership, which yields efficient group membership protocols for ad hoc
networks, has not been combined with a key establishment protocol yet.
Another question to investigate is a possibility for two groups which use
different key management schemes to merge and choose the appropriate key
management scheme optimally.
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