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Abstract
Traditionally, databases have stored textual data and have been used to store adminis-
trative information. The computers used, and more specifically the storage available, 
have been neither large enough nor fast enough to allow databases to be used for 
more technical applications. In recent years these two bottlenecks have started to dis-
appear and there is an increasing interest in using databases to store non-textual data 
like sensor measurements or other types of process-related data. In a database a 
sequence of sensor measurements can be represented as a time series. The database 
can then be queried to find, for instance, sub-sequences, extrema points, or the points 
in time at which the time series had a specific value. To make this search efficient, 
indexing methods are required. Finding appropriate indexing methods is the focus of 
this thesis.

There are two major problems with existing time series indexing strategies: the size 
of the index structures and the lack of general indexing strategies that are application 
independent. These problems have been thoroughly researched and solved in the case 
of text indexing files. We have examined the extent to which text indexing methods 
can be used for indexing time series. 

A method for transforming time series into text sequences has been investigated. An 
investigation was then made on how text indexing methods can be applied on these 
text sequences. We have examined two well known text indexing methods: the signa-
ture files and the B-tree. A study has been made on how these methods can be modi-
fied so that they can be used to index time series. We have also developed two new 
index structures, the signature tree and paged trie structures. For each index structure 
we have constructed cost and size models, resulting in comparisons between the dif-
ferent approaches.

Our tests indicate that the indexing method we have developed, together with the B-
tree structure, produces good results. It is possible to search for and find sub-
sequences of very large time series efficiently.

The thesis also discusses what future issues will have to be investigated for these 
techniques to be usable in a control system relying on time-series indexing to identify 
control modes.
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Chapter 1

Introduction

In this chapter we will introduce the reader to our work, show how it fits 
into the database research field, and then discuss what this thesis will 

focus on. For readers not familiar with the field we will also give a crash 
course in the relevant areas so that the reader will have access to our 

underlying definitions and terminology.

Imagine the cozy environment of a library, surrounded by books and friendly person-
nel, maybe with a steaming cup of coffee at your side. The purpose of a library is to 
store large amounts of data, provide the possibility to ask questions of the personnel, 
and to provide an organized structure to easily find the data. This picture of a library 
can be applied to today’s picture of digitized storage, called a database. A database is 
data storage and a database management system is the digitized personnel, which 
provides structures for fast retrieval, and methods for accessing the data stored in the 
database. The database management system also provides a language that enables the 
database user to query the data in the database. 

In the books, as in the usual digitized storage, it is mostly text that is being stored. It 
is easy to search for textual data and to verify the result, but what happens if you want 
to find data that cannot be described textually, like finding all the pictures with a red 
house? It is possible to try to describe all of the characteristics of the house with text, 
but that would require a long textual description, and the result may not contain the 
red house that was searched for. 

Imagine instead that we could search for a picture that shows a red house, and then 
the database would actually search for all pictures matching your description. These 
kind of possibilities are what we hope to be able to do with multimedia databases. 
They do not just store text and let the user search for textual data or keywords, but 
actually let the user search other kinds of data like pictures and sound.
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Data like a picture contains many kinds of features you could query on: areas, bound-
aries, and shapes, etc. In order to query on these types of features, some mechanism is 
necessary to index and do fuzzy matching on large quantities of non-textual data. 
That is the focus of this thesis. For simplicity, we use one-dimensional sequences of 
data (time series).

This thesis focuses on different indexing strategies for a specific type of data and sub-
sequences of very large time series. These indexing strategies are useful for the final 
step in locating the actual data in the database. We wish to find data that is similar to 
the query as fast as possible, with respect to other properties, e.g. memory consump-
tion, added storage space etc. The rest of the database system will not be discussed in 
this thesis.

The next section will continue with a more thorough introduction to the database 
field. Since time series databases are traditionally considered to be temporal data-
bases, we will continue our introduction with a brief overview of temporal databases. 
This will eventually lead us to a discussion of time series, and finally we will focus 
on different index structures.

The rest of the introduction will describe the actual problem and the proposed solu-
tions and conclude with a description of the contributed work.

For those unfamilar with basic indexing techniques, please consult Appendix D, 
“Indexing,” on page 189.

1.1 Introduction to Database Systems
A database system is a software layer built on top of a database management system 
(DBMS), which includes applications that allow user interaction. A DBMS is a col-
lection of programs that enables a user to maintain a database. The database is the 
actual data collection; the DBMS provides facilities for defining, constructing, and 
manipulating the database. See Figure 1.1, “A database system,” on page 3 for a 
graphical view of a database system.

When we think informally about a database we think about the data collection and do 
not think about all the software that helps us to model the data, to keep the data con-
sistent, enables several people to work with the data simultaneously, and above all, to 
access the data. When all these components work together the users will not be aware 
of the many layers between them and the actual data. Another important aspect of the 
DBMS is that it has to scale well. A user should not notice if the amount of data 
increases a hundred times. Neither should the user notice if the number of simultane-
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ous users increases. The system performance will almost always degrade, but the 
degradation should be so small that the difference to each user is negligible.

In Figure 1.1 the user is at the top and the database system is everything below the 
user. If we take a look inside the database system, the first layer we encounter is the 
application software and application queries layer. This layer is responsible for giv-
ing the user a view of the data that corresponds to the user’s needs. E.g. if the data-
base is a system that keeps track of airplane bookings for a travel agency, the clerks 
are probably not interested in having to explicitly query the database. They enter a 
flight number, press a button, and get the number of seats available on that flight. It is 
the application program that is responsible for giving them this view, and when the 
user clicks on the button the application program collects the information it needs 
from the user interface and constructs one or several queries to the database 
expressed in a high level query language e.g. SQL.

Meta-Data DB

Access Software

Query/Program Processing
Software

Application Software/Queries

Users

DBMS Software

Database System

Figure 1.1: A database system



4

Temporal Databases

These queries are then received by the next layer, which contains software to process 
the queries. This layer transforms the high level query into something that is useful 
internally in the database and passes the information along to the next layer. This 
layer is also responsible for making sure that several users can simultaneously access 
the data.

The next layer contains the access software. This layer is responsible for retrieving 
the data as efficiently as possible. By reading meta-data from the database definition, 
using several parameters that have been entered by the database administrator or 
gathered statistically from previous data accesses, an optimized way of retrieving the 
data, i.e. the fastest way of retrieving the data based on how the data is stored in the 
database, is produced. Using this optimized access plan, it then finds the actual infor-
mation in the database and retrieves the information and sends it back up through the 
different layers, to the user.

The DBMS supplies functionality that lets a database administrator define what the 
database should look like and how the different data are related. It also supplies an 
application programmer with functionality so that data can be entered into the data-
base. Finally, it provides the user with a high level interface to the data so that effi-
cient searches of the data can be performed and the data can be updated so that it 
stays relevant. For a discussion of different data models we refer the reader to 
[ELMA00, DATE00].

1.2 Temporal Databases
A temporal database is a database that contains historical data instead of, or as well 
as, current data, i.e. not only the current value is stored but also the historical values. 
Such databases have been researched since the mid 70s. A temporal database can use 
any data model, but it needs some additional functionality compared to an ordinary 
non-temporal database to handle time, as will be discussed below. There is a broad 
spectrum of temporal databases, from databases where data is only inserted, never 
deleted or updated, to databases that only contain current data, and where data is 
deleted or updated as soon as it ceases to be true.

The first example mentioned above, an append-only database, leads to an extreme 
database that only contains historical values. The other example, a database that only 
contains current values, is the opposite extreme, a normal, non-temporal database.

In a temporal database, not only the data values, but the time the value was entered, 
as well as all previous values are stored. E.g. if we have a non-temporal database con-
taining salaries of employees, we can only see the current salary of a given employee. 
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But in a temporal database we can also see the history of salaries for each employee 
and at which points in time their salaries were changed. This is usually referred to as 
versioned data.

1.2.1 Time
Since time is continuous and computers use discrete time we have to decide what 
granularity of time we should use. In temporal databases the time granularity is 
referred to as the chronon. If two different data are modified in the same time step, it 
is often very useful to say that they were changed simultaneously. In the example 
above with employee salaries it is probably meaningless to store the exact time the 
salary increased. It does not matter what time of the day the salary was changed; it 
might not even be important to know the exact day it was changed, perhaps only the 
month is relevant.

In technical applications the chronon is often finer. If we monitor a very fast process 
we might need a chronon of seconds or milliseconds. The chronon has to be deter-
mined by the application.

Time is always present in one way or another in a temporal database. The two 
extremes are that the time can be implicit or explicit. If the time is implicit we are not 
interested in the actual time stamps of each value, but it is important to know the 
order of the values, i.e. one value comes before another in the sequence.

If the time is explicit, then each value is stored with a time stamp so we can see at 
what time a certain value became true, and we can find information about the time 
span during which a certain value was valid.

There is another way of handling time. Whenever the time advances one step, a snap-
shot of the entire database is taken, and all modifications to the data are recorded in 
the “new” database, while the old is saved as history.

There are several problems associated with all of these approaches. Since a copy of 
the data is made whenever it changes, or in some cases every time the time-marker is 
advanced, a temporal database can quickly become very large. One way to avoid this 
is to introduce life spans, i.e. when a historical value gets old enough it is deleted.

The interested reader is referred to [TANS93, ELMA00, DATE00].

1.2.2 Temporal Data
It was not until quite recently that temporal databases started to becoming more com-
mon and today most modern extensible DBMS:es have some form of support for 
temporal data. There is, however, not yet a fully established standard for temporal 
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data. There is a standardisation proposal, TSQL3, but as of this writing, it has not yet 
been passed. There might be several reasons for the slow growth of temporal data-
bases. Some possible reasons stated by [DATE00] are:

 • It is only recently that disk storage has become cheap enough to make the
storage of large volumes of historical data a practical proposition.

 • There are difficulties in creating a temporal extension to SQL or some other
existing database query language.

 • There is still no consensus from the research community on the best way to
approach the problem.

There is still an emerging interest in temporal databases, especially since the concept 
of data warehousing has become more popular.

In this research we have used a specific kind of temporal data, time series. For a 
description of time series see Section 2, “Time Series,” on page 15.

1.3 Problem Description
This thesis addresses the problem of automatic indexing and retrieval of sub 
sequences of digitized one-dimensional (1D) data. Although we propose to investi-
gate indexing and retrieval of any sequence of real numbers, we use the term time 
series to be consistent with the literature. A time series is a sequence of real values 
generated and stored in many applications. Examples include voice data, histories of 
stock prices, histories of product sales, histories of engine testing, seismic data, air-
craft flight recordings, weather data, environmental data (pollution levels for various 
chemicals), satellite sensor data, and astrophysics data.

We have focused on very large time series and made an assumption that the time 
series will be too large to store in a main memory database. Our focus has therefore 
been to find an indexing strategy that will minimize the number of accesses to a 
paged slower secondary memory, e.g. a hard disk. If we take a look at modern com-
puter hardware architecture we will see that these strategies will work well on main 
memory implementations as well since the main memory of modern computers is 
divided into several different categories. Closest to the processor we have a small 
amount of very fast memory, caches, that can bee accessed very quickly, and then the 
vast majority of main memory is of a slower variety. The speed difference of these 
two memory types might not be as large as the speed difference between traditional 
primary and secondary memory but it is still very real. So even though we only dis-
cuss disk-based storage the same principles are valid for modern main memory sys-
tems as well.
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All database systems today have efficient means for storing very large amounts of 
data and for quickly accessing stored elements. There is however no established way 
of performing shape queries or queries for the time points at which a time series had 
a certain value. We propose to investigate a system that allows us to perform shape 
queries on the time series. Shape queries are queries on the shape of the time series 
where sequences that have a similar shape to the query pattern should be found 
regardless of their absolute values. When we investigate a suitable feature extraction 
process, it is important to find such a process that is both amplitude and translational 
invariant, i.e. since it is the shape of the time series we are interested in, we do not 
care if the shape is shifted along the amplitude or time scale.

The feature extraction process is closely related to the kind of queries we intend to 
support. Feature extraction is a process in which we extract some describing features 
we are interested in, in our case about the shape of the time series. These features are 
then indexed to make it possible to search for a certain behaviour in the time series. 
Some possible feature extraction methods available are:

 • Time derivative
 • Curvature
 • Discrete Fourier Transform coefficients
 • Polynomial approximation

All of these can capture the behaviour of the time series.

A problem with time series is that they can easily become very large. Storage of very 
large sequences is a complicated problem. Even though this problem is relevant, it 
will not be addressed in this thesis. For a further examination of the storage problem 
see [LIN99].

1.4 Motivation of Time Series Research
If the research on time series databases is successful, then the results should be useful 
in many applications requiring storage and retrieval of time series data. Such applica-
tions cover all branches of engineering, science (weather, geology, environment, 
astrophysics, medicine), stock market analysis, sales data analysis (data mining), etc. 
Time series data in these applications are generated by instruments or sensors, or the 
data may reflect behaviour of the stock market or other entities. Typical queries may 
be “find past days in which seismic recording in USGS Palo Alto station showed pat-
terns similar to today’s pattern” or “find companies whose stock prices move simi-
larly”. Today we see that systems with these capabilities are starting to emerge, but 
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for large time series there is still no good solution for shape queries available 
[ORAC97, INFO97].

1.5 Related Work
Surprisingly little work has been done in the main area covered by this thesis, auto-
matic indexing of time series data. It is important to note that even though we briefly 
mention temporal databases to offer the reader an introduction to this area we have 
not done any work in the traditional field of temporal databases. Although we discuss 
some current strategies for indexing time series data in Section 4, “Current 
Approaches to Time Series Indexing,” on page 45 of the thesis, we briefly review a 
wider range of related work here in order to introduce the approach to automatic 
indexing and retrieval of time series investigated in this thesis.

The most recent and most relevant papers we have found that deal with or describe 
time series indexing related subjects are [AGRA95, AGR295, BECK90, BERC96, 
BOHA01, FALO94, GUTT84, GÜNT97, HOEL92, INFO97, JAGA00, KAHV01, 
LI96, LIN98, LIN99, ORAC97, RONS98, SAME84, SELL87, SHAT96, WANG01]. 
Time series data indexing described in [FALO94] is based on using the first few DFT 
(Discrete Fourier Transform) coefficients to represent part of time series within a 
window moving along the signal, one step at a time. At each step the DFT is applied, 
and this generates a one-point representation in two-dimensional space consisting of 
the first two DFT coefficients. In this way time series data is represented by a trail in 
two-dimensional space. Such a trail is then divided into sub-trails that are subse-
quently represented by their Minimum Bounding Rectangles in an R*-tree 
[BECK90], that is used as an index. As pointed out in [AGRA95] the work reported 
in [FALO94] is not readily applicable as it ignores several problems such as ampli-
tude scaling and offset translation. The indexing described in [AGRA95] is based on 
the shape similarity of atomic sub-sequences (windows) of two signals, on stitching 
similar windows to form pairs of large similar sub-sequences (long sub-sequence 
matching), and on finding a non-overlapping ordering of sub-sequence matches hav-
ing the longest match (sequence matching). Both papers [FALO94, AGRA95] are 
deficient in that they tested their proposed indexing methods on a very small collec-
tion of stock market histories. In other words, it is not clear whether the indexing 
method they propose will work in a large, real-life time-series database. Second, nei-
ther indexing method is invariant with regard to data amplitude, offset, translation, or 
rotation. In other words, to use their indexing one has to perform amplitude scaling, 
offset translation, etc. This makes both methods unsuitable for real-life applications.
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A related paper dealing with multi-media data indexing [FALO95] avoids the diffi-
cult problem of feature extraction by assuming that a “domain expert” will somehow 
provide feature vectors, or at least provide dissimilarity/distance of two objects. 

A very interesting approach to searching a time series for patterns is proposed in 
[LI96]. Each time series is divided into shorter sub-sequences and each sub-sequence 
is then normalized before it is mapped to a feature space vector. The method allows a 
simple but powerful concept of similarity when the index is searched. 

Another interesting solution to this problem is presented in [SHAT96]. Here the time 
series is divided into smaller segments and each segment is then approximated by a 
polynomial. This allows the authors to treat the time series as a continuous signal and 
not as a traditional sequence of discrete values. Unfortunately the suggested method 
relies heavily on human experts and manual work for setting up a system.

In [LIN98] the IP-index is introduced. It is an index structure that support queries for 
interpolated data in time series. The idea is to treat the time series as a sampled signal 
and assume that the original time series can be approximated by interpolation 
between the sample points. This allows the system to give more precise answers. 
Imagine that we created a time series out of temperature readings and we sampled the 
temperature every six hours. Assume that the temperature was  at 6 in the 
morning and  at noon and that we stored only these two values. We could then 
use the IP-index to search for the point of time the temperature was  and we 
would get the result 9 in the morning, assuming the index was using a linear approxi-
mation. In [LIN99] the -operator is introduced. It is an extended select operator 
that retrieves time intervals from a time series.

A paper that does not deal with indexing of time series, but is still relevant for our 
approach to the problem is [KAHV01]. This paper deals with index structures for 
strings. The paper addresses the problems you have when you wish to find similari-
ties between two DNA strings. A sequence of wavelets is constructed from the 
strings and then this information is stored in an index structure proposed by the 
author called a Multi Resolution String (MRS) Index structure. [JAGA00] also intro-
duces an indexing strategy for strings, but since the paper focuses on prefix queries, it 
is not well suited for time series indexing.

The different ways of indexing time series often have to index feature space vectors 
of a dimension of two or higher, so even if we are only trying to index a one dimen-
sional sequence, the underlying index structure often has to support higher dimen-
sions. [BECK90, BERC96, GUTT84, SAME84, SELL87, WANG01] all introduce 
index structures that are more or less fundamental for indexing spatial data. Others, 
e.g. [GÜNT97] suggest a modification to traditional disk based spatial access meth-
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ods, to minimize the redundancy in the structures and improve search speeds. 
[HOEL92] compares how different spatial indexing methods perform. [BOHA01, 
RONS98] both focus on main-memory databases. From these papers we learn that 
different page-based index structures are becoming more important for main-memory 
applications since modern computer hardware architecture uses several different 
kinds of main-memory that all work at different speeds. This causes us to have the 
same IO problems in main-memory applications that we have in disk based applica-
tions.

The problem of feature extraction is central to this area of research. It is in choosing 
how to extract features that we can later decide if two sequences are similar. Given 
this assumption, the paper then describes an algorithm that maps objects into k-
dimensional space, so that distances (dissimilarities) are preserved and possible. 
Another paper reporting related work [AGRA95] presents a shape definition lan-
guage, SDL, for retrieving objects based on shapes contained in the histories associ-
ated with these objects. A novel feature of the language is its ability to perform blurry 
matching when the user cares about the general shape but does not care about specific 
details.

At the time of writing most major database systems have some support for time 
series. Informix has the time series datablade [INFO97], Oracle has a time series 
DataCartridge [ORAC97], and IBM has a time series DataExtender.

We also based some of our work upon [BADA95], which describes context signature 
files. Context signature files are based on superimposed coding signature files and on 
the notion of spatial distance or co-occurrence of words in the text. The basic idea is 
to encode a block of text (by hashing words after passing them through a stopper and 
a stemmer) into a bit vector (signature). When signatures are stored in the sequential 
file, such a file is called a signature file. If the size of the text blocks is chosen well, it 
can be taken as the smallest unit of word distances, i.e., words occurring in the text 
block represented by one signature have the distance one. The words occurring in dif-
ferent signatures have a distance given by the distance of their signatures. In this way 
one can restore spatial proximity (the distance between words in the original file) into 
the signature files and use it to rank the text query results by comparing the word pair 
distances in the query with the same word pair distances in the signature file repre-
senting various documents. The documents that have the spatial proximity of words 
closest to the spatial proximity of the same words in the query are ranked as the most 
similar to the query. Tests on the context signature files show that the context signa-
ture file index was substantially smaller than the inverted file index or context vector 
index. Also, the recall and the precision of text retrieval using context signature files 
index was the same as for the inverted file and context vector indexes [BADA95].
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1.6 Contributions of This Work
The main contributions of this work are:

 • We demonstrate that it is possible to create a very fast index structure for
time series.

 • We demonstrate an indexing structure that scales very nicely with very large
time series.

 • We demonstrate a feature extraction method that transforms the time series
into a text sequence.

 • We demonstrate a method that makes it possible to perform shape queries on
time series.

 • We show how our indexing methods could fit into a solution to a problem
from the control area.

If the data set is sufficiently small, it is always possible to come up with some index-
ing method that offers very good search speed and different search options. It is a 
much more challenging problem to find an indexing method that offers very efficient 
searches and that scales well with the size of the indexed data. Our goal has been to 
attack the problem of indexing large time series that contain at least  elements. 
We demonstrate that these time series can be searched with a low search cost, and 
that the index structure scales nicely.

Several index structures exist for time series, but none are as efficient and compact as 
text indexes. This is partly because when we index a text, we can often use our 
knowledge about the text, e.g. the fact that some words in the text only work as 
“glue” for the information, that the same word can appear differently depending on 
the context it appears in etc., and the fact that we have a limited number of words. 
This knowledge makes it possible to pre-process the text before we index it without, 
usually, losing any important information, but still making the text we actually index 
much smaller that the original text. When we index time series we have a much 
harder time pre-processing the time series. There are several similarities between text 
indexing and time series indexing. It is possible to compare the problem of finding 
sub-sequences within a large time series to the problem of finding words within an 
English text. We demonstrate that it is possible to map the problem of indexing time 
series into a text indexing problem. That makes it possible for us to take advantage of 
research done in the text indexing area and apply it to time series indexing.

The first step in these methods is to convert the time series into a text. With this 
approach it is possible to find a feature extraction process that is amplitude and trans-
lation (offset) invariant. In other words, the proposed time series indexing method 
can be used to index time series data that have different amplitudes, are shifted or are 
translated and we will still be able to find similarities between these different time 

106
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series. Thus, we propose to transform time series data into strings of characters or 
words, and then to treat them as text. In other words, time series data will become a 
text file and the time series data indexing problem will become a text indexing prob-
lem.

We have examined some index structures designed for indexing text files, signature 
files (see Section 5, “The Signature File,” on page 59), and B-trees (see Section 7, 
“The B-Tree Structure,” on page 95). We have also created and investigated an exten-
sion to the signature files (see Section 6, “Indexing the Signature File,” on page 85) 
and an extension to the Trie structure (see Section 8, “The PTrie Structure,” on 
page 109). 

We will also demonstrate that the feature extraction method we have selected to 
transform the time series into a test allows us to perform efficient shape queries on 
the time series. Each feature extraction process introduces a different concept of sim-
ilarity, and we show that it is possible to obtain a very intuitive concept of similarity.

Our conclusion is that, for time series, the B-tree offers the best overall performance 
benefits. The B-tree performance also scales very nicely with respect to the data size. 
We also show that even for small time series the B-tree is the most cost-efficient 
index structure. If the size of the B-tree is considered, we show that signature files 
can be an efficient alternative to B-trees. We also demonstrate that the signature file 
will always be faster than any other sequential scan method.

We have also developed the PTrie structure. This structure can not be as efficient as 
the B-tree for data stored on a slower, paged, storage, but the PTrie has support for 
performing fuzzy queries that can make it an attractive replacement for the B-tree in 
some main memory applications.

We have also examined how a problem from the automation and control area could 
benefit from the functionality of a database system with the ability to perform 
searches on time series. The application we have examined also has several non-data-
base related problems, and we have identified some of the biggest problem areas.

1.7 Outline of the Thesis
The thesis has the following structure: 

Chapter 1 (this chapter) provides background information that places the work pre-
sented in this thesis into perspective. This chapter also contains background informa-
tion for readers not familiar with this research area. This chapter also contains short 
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descriptions of the relational and object-oriented data models so that the readers will 
be familiar with them when they are used in the thesis as examples. 

Chapter 2 introduces the reader to time series and describes different kinds of tem-
poral data. This chapter also includes a description of the time series we have used 
while testing our index structures, as well as the motivation for our choices.

Chapter 3 describes the concept of feature extraction. In this chapter we introduce 
the reader to the concept of feature extraction, and show different methods of extract-
ing features from signals or time series.

Chapter 4 is a review of some of the current approaches to time series indexing. All 
of the papers we have looked at try to solve the problem of automatically indexing 
time series so that we can search for sub-sequences.

Chapters 5 to 8 present our different approaches to the problem of indexing time 
series.

Chapter 9 summarizes the different approaches we have examined in this work.

Chapter 10 shows how this work can be applied to a control problem and what fur-
ther problems we have to investigate before a complete control solution can be con-
structed.

Chapter 11 is a summary of our conclusions.

Chapter 12 outlines future work.

Chapter 13 contains references.

Appendix A contains precision diagrams obtained from our signature file implemen-
tation.

Appendix B contains test results obtained with the B-tree structure.

Appendix C contains test results obtained with our PTrie structure.

Appendix D is a summary of basic indexing structures.
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Chapter 2

Time Series

This chapter introduces the concept of time series and describes what they 
are and what they are not. We will also introduce the reader to some 

important factors: the search cost and the transfer time. Finally we will 
show two examples of test data we have used in our work.

Timed data, also called time sequences, were first introduced in [SHOS86], and, as 
the research area of temporal databases gained momentum, were further analyzed in 
[SEGE93].

A time sequence is a sequence of values obtained from some process over time. All 
values in the sequence are ordered in time and stored together with a time stamp. 
These values have been obtained by sampling a signal. There is no required sampling 
frequency. For example, we might supervise the signal with a low sampling fre-
quency when the rate of change is low. When the rate of change in the signal 
increases, the sampling frequency also increases. Since the sampling frequency can 
change over time, it is important to save time stamps with each value so that we can 
see when the value was obtained. Such a time sequence is called an irregular time 
sequence.

If we use a constant sampling frequency it is no longer necessary to store time stamps 
with each value, since we can calculate the time a certain value was obtained if we 
know the time the first sample was collected and the sampling frequency used. Such 
a time sequence is called a regular time sequence or time series.

An example of an irregular time sequence might be a temperature log from a machine 
where the temperature is stored every minute when it is above a certain threshold. 
Examples of time series are stock prices, collected at the end of every trading day, or 
temperatures from a boiler sampled every second. In the stock price example it is 
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important that you only consider non-trading days, otherwise the sequence would 
become an irregular time sequence.

In literature one can find references to time sequences and time series. Sometimes the 
two terms are used interchangeably, but to avoid confusion we use the definition used 
by [LING99]. The term time sequence is a more general term than time series. A time 
sequence can be either regular or irregular, but time series have to be regular. This 
thesis only deals with time series.

In order to find a suitable index structure for time series it is important to know what 
properties they have.

 • Time series are ordered by time, i.e. the order of the values is important and must 
be preserved.

 • Time series are usually very long [SHOS86].
 • Time series are usually append-only structures [SHOS86].

2.1 Measuring the Search Cost
Throughout this thesis we assume that the data are stored permanently on disk. Data 
are moved from disk storage into main memory for processing and then moved back 
to disk when they are no longer needed.

Space on a disk is allocated in blocks, or pages. The size of a block can range from as 
low as 512 bytes up to 64 kb. Since each block can be fetched very quickly from the 
disk it is preferable to have large disk blocks. But, since a block is the smallest alloca-
tion unit on the disk, storing small data sets that do not fill up an entire block wastes a 
lot of disk space. From this point of view it is desirable to have small blocks, so some 
kind of trade off has to be made.

In modern systems the time to access a random block on disk is in the range of 10 ms, 
whereas the time to access a random main memory address is in the range of 0.1 .

Accessing data from disk is approximately 100,000 times slower than accessing data 
from main memory. Therefore we use the number of necessary disk accesses to esti-
mate the cost of searching an index and ignore the main memory accesses.

It is important to point out that this is a simplification of the real world, since it would 
imply that searches in a main memory application would be instantaneous, which 
they clearly are not. However, for systems where the data resides on disks this simpli-
fication offers a reasonable cost estimate.

µs
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2.2 Transfer Time
When discussing the search cost we must also mention the transfer time. The transfer 
time is the time it takes for the data to be transported from the disc, once it has been 
found, into main memory. In the case of small files the transfer time is usually negli-
gible. However, when the size of the files increases, so does the transfer time, and for 
very large files the transfer time can be much greater than the search time.

To understand the influence of the transfer time we have to take a look at how the 
data is transported from the disc surface to the correct memory area. From the disk 
surface the data is transported to the disk cache, then it is transported over some kind 
of bus from the disc unit to the computer and then finally the data is transferred to the 
correct memory area.

The surface of the disc is divided into tracks and sectors. Each sector is a circular 
track around the rotational centre of the disc and each track is the divided into a large 
number of sectors. When we wish to load data from the disc we first have to move the 
read head, placed on a small mechanical arm, to the correct track of the disc. Once 
the head has reached the correct track we have to wait for the correct sector to appear 
below it. If we are unlucky we might have to wait for the disc to rotate one full revo-
lution. As the data passes under the head it is transferred to the internal disc cache. 
When the cache is full, or the read operation is completed, the content of the cache is 
moved from the disc cache to the host computer over a bus. Two popular bus technol-
ogies today are SCSI and IDE. Once the data have left the disc cache it usually ends 
up in an internal disc cache in the computer primary memory controlled by the oper-
ating system before it can be accessed by the application that requested the data.

If a large amount of data is read from the disc and the data is stored in consecutive 
blocks, the transfer time will become important. In that case, the time to read the data 
will not be determined by the block search time but by the transfer time. To estimate 
the difference between these two let’s assume that data is stored in 64 kb blocks on 
the disk. A modern disk will manage to transfer somewhere between 10Mb and 
100Mb data per second. This means we will read between 160 and 1600 blocks per 
second. If we once again take a look at data sheets for modern discs we see that a typ-
ical search time is around 10ms. So we can load 100 randomly placed blocks per sec-
ond. It is somewhere between 1.6 and 16 times faster to load consecutive disk blocks 
that to load randomly located blocks.

All of these different steps take a small amount of time. If we then load very large 
amounts of data so that the disc head has to move repeatedly, and we have to wait for 
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the disc to rotate in place repeatedly, the transfer time can be the limiting factor of a 
system.

We have not examined the transfer times. For a more in depth discussion on transfer 
times see [LIN99].

2.3 Test Data
Our index strategies have been tested on two different sets of data. The first set con-
sists of synthetically generated time series and the second set consists of sensor data 
from a thermometer at the Department of Computer Science, Linköping University.

We decided to use both synthetically generated time series as well as a real time 
series for two reasons. The goal of our research has been to find an index structure 
suitable for large time series. We had problems finding real time series that were long 
enough. A popular test for time-series indexing methods is to use stock exchange 
data, but the files were too small to be interesting in the sources we found. Also, we 
could easily control the shape of the synthetically generated time series so that we 
could test our system with different variations.

We decided that the synthetically generated time series was sufficiently good when 
we could not distinguish the synthetically generated time series from the real time 
series by examining the results we obtained when we indexed them.

2.3.1 Synthetically Generated Time Series
When we generate time series, it is important that they have similar properties to real 
data. This is important so that the synthetic data do not trick us into making changes 
to the index structures that would not be necessary with real data. As we were search-
ing for sufficiently long time series, we gathered several smaller time series from 
around the internet, e.g. stock market data, sensor data from a process industry, and 
temperature data from the Computer Science Department at Linköping University. 
We then used these time series to gain an understanding of how we could generate 
synthetic time series.

How should synthetically generated time series mimic real time series? It depends on 
the application in which it will be used. Since we are interested in “shape queries” we 
decided that it was important that the shape of the synthetically generated time series 
mimic the shape of the real time series. We examined all our existing time series and 
constructed an algorithm that would produce time series of any length that would 
“look like” real time series. We verified the synthetically generated time series by 
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visually comparing them to the “real” time series, and when we could not distinguish 
the synthetic time series we accepted the algorithm as “good enough.” The most 
important aspect of the time series we have chosen is that they have a shape with 
some features that we can perform searches on. A truly random time series does not 
qualify as a good time series from our point of view, since it is only noise and it does 
not contain recognizable features. For time series to be interesting for this application 
they have to contain shape features, e.g. large and small slopes and stable areas of 
varying length.

It is, however, still very important to verify all results we have obtained with the syn-
thetic time series and make sure that we get the same results with real data. We have 
done that consistently throughout our work.

Synthetic data must be good enough to reliably test the system. The performance of 
most index structures varies depending on the input data, in our case the generated 
time series. Many index structures work very well for some input data, but it is also 
possible to find input data that make the same structures perform poorly. A simple 
example might be the use of a hash table to index a collection of synthetically gener-
ated object names. If all names for some reason hash to the same value, the hash table 
will not work – we will end up having to scan all of the data anyway. There are two 
possible reasons for this. One is that the algorithm is bad, and needs to be adjusted. 
The second is that the data is not appropriate for the algorithm. In this case, it is pos-
sible that our object name synthesizer generated names that are more similar than the 
names used to develop the algorithm. In our test case the hash table will not work but 
in a real application the names would not be as similar and the hash table would work 
fine.

As this example illustrates, it is important, as we mentioned earlier, that the synthetic 
data do not trick us into making changes to the index structures that would not be 
necessary with real data. 

2.3.2 The Time Series Algorithm
Our algorithm is designed to generate random time series of arbitrary length that 
mimic the time series produced by a sensor. In our testing we have used time series 
consisting of as many as 400,000+ data points. 

We have developed the following algorithm to generate time series. The signal is 
constructed as follows: the algorithm uses four constants, , ,  and , and for 
each iteration, four random numbers, , ,  and . We start at an initial value, , 
that is set to 0 in the first iteration:

A B C D
β γ δ ε α
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1 Generate a random number, , in the range  to . This random number is the 
next level we should move to.

 2 Generate a random number, , in the range 1 to . This random number is the 
number of steps it will take to reach level  from level .

 3 Add  steps to the signal, each step  long.

 4 Generate a random number  in the range 0 to . This is the number of steps 
where the signal will be stable at level .

 5 For each step  that the signal is stable at level , generate a random number  
in the range  to  and add it to  so that some smaller variations around  
are introduced.

 6 Set  and go back to step 1.

This method gives us a signal that contains slopes, stable areas, and smaller, high fre-
quency variations. An example of a synthetically generated sequence can be seen in 
Figure 2.1. The x-axis represents the time and the y-axis represent the value. If the 
time series in Figure 2.1 is compared to the time series in Figure 2.2 (real data col-
lected from a temperature sensor), we can see that both contain shapes we can search 
for.
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Figure 2.1: Example of a synthetically generated signal
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2.3.3 The Real Sensor Data
For a real time series, we chose to use the temperature data collected from a sensor at 
the computer science department in Linköping. We did this because it is more con-
sistent than our other options e.g. the stock market data. The temperature varies over 
time but the changes are not very drastic whereas stock market and process data, as 
well as our synthetically generated data, might be more “erratic” in its behaviour.

An automatic system measures the outdoor temperature once every hour 24 hours a 
day and adds the data to a large temperature file. This file contains temperature data 
for more than three years, but due to hardware and software errors the file only con-
tains valid data corresponding to approximately two years. Figure 2.2 shows a small 
sample from this data sequence. The x-axis represents the time and the y-axis repre-
sents the temperature.
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Figure 2.2: Example of temperature data
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Feature Extraction

This chapter will introduce the reader to the concept of feature extraction. 
We will describe what it is and give examples of a few different feature 

extraction methods found in related work. We will also discuss our 
approach of creating “words” from time series.

Before the time series can be indexed we need to decide what features the user should 
be able to search for. In our work we have focused on shape queries. Shape queries 
are queries on the shape of a signal/time series, e.g. “find all sub-sequences of the 
stored time series whose shape is similar to this given query shape”. These are not the 
only queries it is possible to state on time series. Other types of queries include value 
queries, e.g. “at what times did the time series have a value of ‘5’?” or time queries, 
e.g. “what value did the time series have at time ‘7’?”. The kind of queries you intend 
to run against the system is important. The reason for this is that the feature extrac-
tion process has implications for several parts of the system. Since, during feature 
extraction, we only extract certain information about the time series, how we choose 
this information will have a great impact on other parts of the system. To exemplify 
the feature extraction process, imagine that the time series is a stream of cars on a 
highway and that feature extraction is done by a person standing next to the highway. 
The person responsible for feature extraction will note features of the passing cars 
that are important. One feature he can note is the color of the passing cars. We will 
then be able to, at a later time, ask him if e.g. any blue cars passed. But if this is the 
only feature he extracts from the stream of cars, we will not be able to ask him if 
there were any trucks in the car stream.

The same thing holds true for time series. We have to decide what aspect of the time 
series we intend to query on in order to decide on a feature extraction process. The 
natural question then is why we do not save all different aspects of the time series. 
Another reason for performing feature extraction is to remove “unimportant” infor-
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mation in order to reduce the amount of information we have to index. Usually the 
description of the signal after feature extraction is much smaller than the signal. This 
also introduces a certain fuzziness.

While working with signals it is usually not a good idea to index absolute values and 
distances in the signal. In many cases the user is only interested in finding sequences 
that are similar or have the same shape as the query sequence. If the system is queried 
for the sequence “1.1 1.4 1.0 0.8”, the user probably wants to find the sequences “1.1 
1.4 1.0 0.9” and “1.2 1.4 0.9 0.8” if they are present in the indexed material, even 
though they do not match the query signal exactly. This is similar to a problem found 
in text indexing. If a verb is included in the query, it is usually not important if it is in 
the present or past tense, the action described by the verb is the important thing. The 
same applies for signals. The query is usually not for the exact sequence of values but 
for all sequences that are in some sense similar to the search sequence. There is also 
another important issue when we talk about signals. The time series are constructed 
by sampling a continuous signal. If we sample the same signal twice, with the same 
sampling frequencies, but with slightly different offsets, the resulting time series will 
be different even though they are generated from the same signal. Two identical sig-
nals could result in two slightly different time series, and this is one of the reasons 
that it is important for a query mechanism to find them both, since the user has no 
control over the sampling process.

In the rest of this chapter we will use the term “signal” and the term “time series” 
interchangeably. Since these feature extraction processes are carried out in a compu-
ter the signal will always be sampled and can therefore be seen as a time series.

Calculus gives us several tools to describe the behaviour and shape of a signal that 
help to extract features from a signal. Here is a short summary of the most common 
approaches.

A common method used to capture the basic behaviour of a signal is to calculate the 
discrete Fourier transform (DFT) of the signal. The signal is then viewed not as a 
sequence of values in the time domain but a sequence of frequencies. If we want to 
extract the overall shape of the signal and avoid noise and small variations of the 
value, we can drop all high frequency components of the DFT and just keep the first 
few frequency components. These components might give us a reasonably good 
approximation of the shape of the signal. If the approximation has to be improved, 
more frequency components have to be saved.

Another way of capturing the behaviour of the signal is to approximate shorter seg-
ments of the signal with polynomials. If we are just interested in whether the general 
trend of the signal is increasing or decreasing, we can approximate the signal with a 
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polynomial of the first degree. This is a very rough approximation but it can easily be 
refined by using polynomials of the 2nd or 3rd degree. The problem with this 
approach is that it is difficult to segment the signal so that the discontinuities intro-
duced by breaking up the signal won’t interfere with our ability to query the sequence 
of polynoms.

Yet another way to describe the signal is to describe the time derivative or time cur-
vature of the signal. 

3.1 Feature Extraction Using Time-Derivative
To extract features from the incoming signal we use the process suggested in 
[AGR295]. Informally the process can be described as follows: construct the time 
derivative of the signal and then quantify it. First we scan the signal. This can be 
done off-line or on-line while the signal is read into the system. For each point in the 
sampled signal, the time series, we calculate the difference between the value in the 
point and the value in the next point. This value is then mapped to a symbol from an 
alphabet. The resulting string describes the shape of the incoming signal in a very 
intuitive way.

We call the alphabet used for describing the signal a Shape Description Alphabet, 
SDA. The size of the SDA is also important since it determines the granularity of the 
fuzziness in the system. When we talk about the SDA in general we refer to it as 
SDA, but if we refer to a specific version of SDA with, for instance, 5 symbols we 
refer to an SDA(5). Since we map a real value, the signal time derivative in each 
point, to a discrete value, a symbol from the alphabet (see Table 3.1 on page 27 for an 
example of an alphabet), we introduce a certain amount of fuzziness in the system. A 
signal described as a symbol string will have an envelope and all signals within that 
envelope will map to the same symbol string. The envelope is not described as a sim-
ple delta value around the signal, see Figure 3.1, but a slightly different envelope 
since it is the signal time derivative and not the signal that is mapped to the alphabet. 
If a time series fits within the envelope of another time series, they are considered 
similar. The envelope for three different sequences can be seen in Figure 3.2 on 
page 26, Figure 3.3 on page 26 and Figure 3.4 on page 27. All examples use the 
SDA(5) described in Table 3.1 on page 27.
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∆ -Value

Figure 3.1: Description of delta envelope

Figure 3.2: Envelope of a sinus wave “abcdeedcba”

Figure 3.3: Envelope of a stable sequence “cccccccc”
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In this mapping a certain level of fuzziness is introduced. If the text strings are used 
as a concept of similarity, one can say that two sequences are similar if they map to 
the same text string. If we consider the sequence in Figure 3.5 on page 28, “0 1 4 10 
14 15 15 11 10 20 14 8 2 0”, it will map to the string “cbabccdcaeeec” (using SDA(5) 
in Table 3.1 on page 27). But we can see that the sequence shown in Figure 3.6 on 
page 28, “-10 -11 -6 1 6 4 2 -1 -3 15 9 3 -3 -1” will also map to the same string. These 
two sequences are therefore by the system considered to be similar. So the granularity 
of the fuzziness is controlled by the size of the alphabet.

Table 3.1: An Example of a SDA(5)

Symbol Meaning Definition

a Highly increasing transition

b Slightly increasing transition

c Stable transition

d Slightly decreasing transition

e Highly decreasing transition

Figure 3.4: Example of a triangular sequence “bddbbddbbddb”

td
d 5>

5 td
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2 td
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5

10

15

20

5 10 t
Figure 3.5: Example sequence 1

t5 10

15

10

5

-5

-10

Figure 3.6: Example sequence 2
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This concept of similarity is very attractive since it is very simple, intuitive and, we 
believe, close to how humans think of similarities. It also has the desirable property 
of being amplitude invariant.

But this approach is not ideal. If this is the only similarity concept used and the size 
of the alphabet is small, each query will result in a large amount of hits. Each hit will 
map to the same textual string but the similarity between the signals might be too 
vague for a human to accept as similar, the approximation is too vague. To remedy 
this the alphabet size can be increased. Using the same similarity concept as before 
the number of hits yielded by a query will now be fewer since there are now fewer 
signal segments that map into the same string. But suppose that the user wishes to 
state a very vague query to the system. It can not be done easily. The precision of the 
system is controlled by the size of the alphabet and is determined when the index is 
built. It would be favourable to have some way of controlling the level of fuzziness at 
query time. We have investigated a mechanism to control the fuzziness of a query at 
query time, see Section 5.6, “Similarity in Signatures,” on page 73 for a discussion of 
the issue.

3.2 Feature Extraction Using Curvature
A slight modification of the method described in Section 3.1, “Feature Extraction 
Using Time-Derivative,” on page 25, is to use the curvature instead of the time-deriv-
ative. From the point of view of our indexing structure this method is identical to fea-
ture extraction using time-derivative described above in Section 3.1, “Feature 
Extraction Using Time-Derivative,” on page 25, since the result of the feature extrac-
tion process is a sequence of characters that can be treated in the same way as if it had 
been generated using time derivative.

The difference between these two methods is that the concept of similarity will 
change. If we base the concept of similarity on the same principle as before, that two 
sequences are similar if they map to the same symbol sequence, two time series that 
are similar using the time derivative feature extraction process might not be similar 
using the curvature feature extraction process and vice versa.

3.3 Feature Extraction Using DFT
This is a commonly used feature extraction method. If the problem is to index collec-
tions of smaller sequences, the transform, e.g. the discrete Fourier Transform, is 
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applied to each sequence, and two to four components are selected to represent the 
entire sequence. These components form our feature vector.

Since we extract very little information from each sequence the compression will be 
very good. This method will allow us to search a collection of sequences for a given 
sequence, but if the sequences are longer it might be interesting to find sub-sequences 
within a long sequence. See Figure 3.7 for an example.

If we are interested in finding sequences from within larger sequences we have to 
extract more information from each sequence. To accomplish this we introduce a 
sliding window of width . At the start the window is placed over the first  values 
of the time series.

1 Transform the  values in the window using DFT to obtain a feature vector.
 2 Store  components from the DFT, usually two or three.
 3 Move the window one step forward in the time series.
 4 Repeat from step 1.

The entire time series after this process has been mapped into a sequence of feature 
vectors, see Figure 3.8 for an example. It will then be possible to find any sub-
sequence of length  in the sequence. It is not possible to find shorter sequences, but 

a1 a2 … an, ,( , )

x1 x2 … xn, ,( , )c1 c2 … cn, ,( , )

b1 b2 … bn, ,( , )

d1 d2 … dn, ,( , )

Figure 3.7: Extracting information with DFT, example 1

n n

n
x

n
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by dividing a query of length , , into  queries, each of length , it is 
possible to find all sequences longer than .

3.4 Feature Extraction Using Polynomial 
Approximation

It is also possible to break up the sequence into smaller segments and then approxi-
mate each segment with a polynomial. For each segment we then have to store the 
start and end position together with the polynomial coefficients. If the segments are 
sufficiently large it is possible to achieve a very good size ratio between the original 
data file and the extracted data.

One advantage with this method is that the extracted approximation is continuous and 
it is very simple to determine if two sequences are similar or if a longer sequence 
contains a shorter query sequence.

A problem with this approach is that if the sequence is long it might be very difficult 
to approximate the entire sequence with one polynomial. The solution is to break up 
the signal into several smaller segments and then to approximate each segment with a 
polynomial. The problem is to decide where to break the large sequence so that no 
interesting features “get lost” in the break, and that the resulting sequences can be 
approximated with a high precision.

m m n> m n– 1+ n
n

a11 … a1n, ,( ) a21 … a2n, ,( ) … ak1 … akn, ,( ), , ,

Figure 3.8: Extracting information with DFT, example 2
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In Figure 3.9 a sequence is shown together with a simple first degree approximation 
of the sequence. Each segment will be described by four parameters, first the segment 
start and end position and then the  and  values from the line equation  
since in this example the sequence is approximated with a first degree polynomial.

3.5 Feature Extraction Using Events
If we see the sequence as a number of interesting events with uninteresting sequences 
in between, and if we assume that the number of events is low compared to the length 
of the sequence, another approach might be to try and find those interesting events 
and extract them together with their position in the original sequence.

If the time series consist of relatively few events that are repeated a large number of 
times it should be possible to use these events as words and then use a non-modified 
text indexing method to index the time series.

Event extraction can, of course, be combined with several of the feature extraction 
methods described above. We first translated the sequence into a text string as 
described in Section 3.1, “Feature Extraction Using Time-Derivative,” on page 25, 
but it is quite possible to first find all events and then calculate the DFT for each 
found event as described in Section 3.3, “Feature Extraction Using DFT,” on 
page 29.

When we talk about finding events in a sequence it is important that we first decide 
what an event is. Informally it is quite simple, an event is when something happens in 

Figure 3.9: Sequence and polynomial approximation

k m y kx m+=
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the sequence. In reality it becomes a little more complicated. We have three primary 
parameters that control the search for events: the look-a-head (l-a-h), the fuzziness, 
and the minimum event size.

3.5.1 Event Fuzziness
The fuzziness describes how tolerant we should be before we start a new event. With 
“exact match” we start an event as soon as we find a variation in the sequence, i.e. 
two neighbouring elements in the symbol sequence are different, and with higher 
fuzziness we allow larger variations to take place before a new event starts. E.g. if we 
have the sequence “aaabccdfaeee...” and use exact matching (and l-a-h 2, see 
Section 3.5.2, “Look-a-Head,” on page 33) the first event start we will find is trig-
gered by “abc”. If we increase the fuzziness to 2 the first event start we will find will 
be “cdf”, since this is the first segment found where the maximum distance between 
the characters in the sequence is larger than 1.

3.5.2 Look-a-Head
The look-a-head describes how many steps ahead the function looks to determine if 
an event starts or ends. E.g. assume that we have the sequence “aaabccdfaeee...”, and 
say that we allow a fuzziness of 1 without starting an event. If we set the look-a-head 
to 1 and start looking for an event, the first event we will find is “dfae...”, since “aa”, 
“ab”, “bc”, “cc” and “cd” only differ by one. If we set the look-a-head to 3 the first 
event we will find is “abc...” Since “aab” only differs in one position it will be 
skipped, but the next step, “abc”, differs by 2 steps.

Once we have found the start of an event we remove the first characters that are not 
part of the event. In the example above with look-a-head set to 2 and exact match, if 
“aab” triggers the start of a new event, the stored new event will start with just “ab”. 
We then continue until we find a new sequence that does not contain any variations. 
In the example mentioned above (look-a-head set to 2 and exact match), if “aab” trig-
gered a new event the event will not terminate until “eee” is found, and the stored 
event will be “abccdfae”.

3.5.3 Minimum Event Size
Another important control parameter is the minimum event size. Since we can obtain 
a huge amount of very small events we might want to put a lower limit on the length 
of events we accept as interesting events. This is a simple filter mechanism. An event 
is detected as described above in Section 3.5.1, “Event Fuzziness,” on page 33 and 
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Section 3.5.2, “Look-a-Head,” on page 33, and if the detected event size is smaller 
than the preset value it is discarded and the event search continues.

3.5.4 Experiments
In order to see if it is possible to find a small set of events that describes the sequence 
and might correspond to words in an English text, we have conducted a large number 
of tests trying to identify such “words” in time series. We would like to be able to 
identify a relatively small number of sequences that make up the majority of the 
entire sequence. These “words” should occur frequently. There should only be a 
small number of words that occur infrequently. 

We have conducted several different experiments trying to extract events from a 
sequence. We have used different sequences – randomly generated sequences and 
real sequences of varying length, up to 400,000 elements long. The goal of our exper-
iments has been to see if there are such events, and if it is possible to express a longer 
sequence using a small number of smaller events.

The results presented here are from a synthetically generated sequence with 400,000 
elements.

In Figure 3.10, Figure 3.11, Figure 3.12, Figure 3.13, Figure 3.14, Figure 3.15, and 
Figure 3.16 we show the frequency of events of a certain length from the file. We 
have used a look-a-head of 1 and exact match. The shorter events are more frequent 
but as soon as we start looking for larger events we do not have to look at events 
larger than 6 elements before most of the events only occur once.

In the diagrams, the events are sorted by the number of occurrences. The actual event 
sequence is printed above each bar.
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Figure 3.10: Events of length 3
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Figure 3.11: Events of length 4



36

Feature Extraction Using Events

ay
m

lm
am

ya
m

ym
ay

m
ya

m
nm

ya
m

ym
am

nl
m

nm
ay

m
ly

m
lm

am
na

m
lm

na
m

ym
ln

m
ay

an
m

an
m

lm
na

m
ym

ym
ly

m
am

nk
m

km
nl

m
yl

m
nm

ay
m

am
am

yl
m

ly
m

am
lm

ya
m

am
ol

m
yj

m
nm

lm
nl

m
oa

m
nm

lm
yl

m
om

ay
m

ln
m

am
ym

an
m

ay
ay

m
ly

m
km

ay
ln

m
im

na
m

kn
m

lm
ok

m
ym

nl
m

nm
na

m
nm

an
m

`m
ay

m
km

na
yl

m
km

ya
m

nm
ln

m
ao

m
am

km
na

m
nm

an
m

lo
m

am
nm

ya
m

rm
ay

m
na

m
am

im
ya

m
aq

m
am

na
m

lm
pa

m
nm

jy
m

lm
ya

ol
m

bm
ya

m
ln

ay
m

oa
nl

m
pm

an
m

na
nk

m
am

xa
m

om
ln

m
nm

`y
m

ky
ay

m
ya

m
pm

ya
m

sm
iy

m
am

iy
m

lm
ol

m
ym

ym
ky

m
ly

m
jm

am
oa

m
yk

m
qm

am
oj

m
lo

an
m

ym
ko

m
ra

m
ym

im
nl

m
nm

na
m

hn
m

am
am

n`
m

ym
lw

m
an

m
am

lx
m

am
im

pl
m

nm
hy

m
yj

m
ym

ym
kn

m
lo

ky
m

ni
m

ym
ay

m
im

ln
m

km
am

sl
m

uk
m

nm
yk

xa
m

om
jn

m
na

ya
m

ym
al

m
ym

ao
m

0

10

20

30

40

50

60

70

80

90

100

Figure 3.12: Events of length 5
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Figure 3.13: Events of length 6
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Figure 3.14: Events of length 7
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Figure 3.15: Events of length 8
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The next tests show the total number of events of all lengths found, using different 
combinations of look-a-head and fuzziness. In Figure 3.17 we found a total of 22,380 
different event types. There are a few very short events that occur rather frequently, 
but then the frequency quickly falls to below 300 events found.
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Figure 3.16: Events of length 9
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Figure 3.17: Events found in sequence, l-a-h 1, exact match
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One way to try to address the problem of so many infrequent events is to increase the 
fuzziness. Figure 3.18 shows the results from the same sequence if the fuzziness is 
increased to 3. In this case 15,636 different event types were found in the sequence. 
We can see that the occurrence for a few events are much higher but little else differs.

What happens if we modify the look-a-head instead? In Figure 3.19 we can see what 
happens when the look-a-head is increased to 3. The number of events detected is 
greatly reduced. The total number of events found is 15,416 different event types.

In Figure 3.20 the fuzziness is again increased and we see the same kind of difference 
between Figure 3.19 and Figure 3.20 as we see between Figure 3.17 and Figure 3.18. 
The increased fuzziness only increases the occurrence of a small number of events 
and does not have a major impact on the majority of events. With this configuration 
19,845 different event types were detected in the sequence.
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Figure 3.18: Events found in sequence, l-a-h 1, fuzzy match 3
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If this event-finding approach is to be used as a basis for extracting information from 
the time series, and later indexing the time series, we would like to have a smaller 
number of events extracted and a higher occurrence frequency. The situation 
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Figure 3.19: Events found in sequence, l-a-h 3, exact match
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Figure 3.20: Events found in sequence, l-a-h 3, fuzzy match 3
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described above, in which a few events occur repeatedly but the vast majority of 
events only occur once, is not desirable.

One solution might be to try and group similar events together. We introduce another 
parameter, event distance. Once an event is found, it is compared to all other events 
of equal length. If the new event is within a certain distance from a stored event, it 
will be stored together with the already stored event, even though they are not exactly 
equal. This will result in similar events being stored together.

We calculate the event distances as the number of steps by which one sequence 
would have to be changed in order to become another sequence. If e.g. we have the 
two sequences “aabc” and “abbc” it is possible to change sequence one into two by 
changing the second ‘a’ into a ‘b’ (one step), therefore the distance between these 
two sequences is one. If we instead had the two sequences “aabc” and “adbd” the dis-
tance between them would be four since it takes three steps to change the second ‘a’ 
into a ‘d’ and one step to change the ‘c’ into a ‘d’.

In Figure 3.21 we rerun the experiment shown in Figure 3.17, but now we allow an 
event distance of 1. In this case we find 19,921 different event types in the sequence. 
The four most frequent events now occur much more frequently, which means that 
some events are now grouped together. Unfortunately, the overall event distribution 
has not changed very much.

In Figure 3.22 the event distance is increased to 3 and we can see that the most fre-
quent event type now occurs more than 3,000 times, a vast improvement, but unfortu-
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Figure 3.21: Events found in sequence, l-a-h 1, exact match, ev. distance 1
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nately we do not see a similar increase in the other event occurrences. The total 
number of events found is now 16,173 different event types. So from the experiment 
in Figure 3.17 the total number of events is greatly reduced, but the vast majority of 
events are still unique events that only occur once in the sequence.

Finally, in Figure 3.23 the fuzziness is increased to 3. The total number of events 
detected is now only 7,721, compared to 16,173 different event types in the previous 
experiment, a great improvement. We can also see that the most frequent events now 
occur over 5,000 times, and for a small number of events the occurrences are signifi-
cantly increased, but the vast majority of events are still unique and only occur once.
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Figure 3.22: Events found in sequence, l-a-h 1, exact match, ev. distance 3
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3.5.5 Conclusion
It is tempting to see how far we are able to carry the text analogy, but trying to iden-
tify words, as we did, is taking it too far.

We have been able to identify a few events that occur frequently in the time series, 
but for general time series there also exist a very large number of unique events. It is 
possible to extract events if we know what to look for while doing the extraction, but 
it is not possible to do this in a general case. 

Based on our test results we do not believe that it is possible to use this approach for 
creating a generic feature extraction technique.

There is, however, one very important issue here. What if the sequence was very 
“predictable” and contained few exceptional events? It is easy to imagine sequences 
that fit this description, e.g. a time series describing the hight of a trajectory or a time 
series describing the flight speed of an air line freighter. If we have time series like 
this, this method might work better.

In the example above with the trajectory a far better way of storing the time series 
might even be to approximate the time series with a mathematical expression. If the 
time series describes a very smooth predictable sequence this might be a very effi-
cient way of storing the sequence.
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Figure 3.23: Events found in sequence, l-a-h 1, fuzzy match 3, ev. distance 3
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Chapter 4

Current Approaches to Time
Series Indexing

This chapter introduces the reader to other work related to ours.

In this chapter we take a closer look at a few different approaches to time series 
indexing. This section is divided into two parts. In the first part we explain some of 
the problems involved in indexing 1D signals. In the second part we describe some 
related work in indexing 1D signals. For an introduction to index structures and text 
indexing methods see Appendix D, “Indexing,” on page 189.

In this chapter we talk about text indexing methods. It is important to bear in mind 
that these indexes in many cases can be used to index things other than text, e.g. 
images. In the case of images, however, each object must be associated with a key-
word, e.g. it is possible to store images in a database but in order to search the images 
someone would have to associate keywords with each image.

There has been a great deal of research done in the area of indexing text. In the last 
few years, however, there has been an increase in research on indexing signals. The 
problem of indexing one-dimensional signals is more complicated than indexing text, 
and so far nobody has been able to propose a generally applicable solution to the 
problem of indexing time series.

The related work we discuss in the second part of this chapter has been selected to 
represent five different approaches to this problem. Different refinements to these 
methods exist, but they can still be classified as belonging to one of these original 
types of approaches.

The first class of methods is represented in Section 4.2, “Fast Sub-Sequence Match-
ing in Time Series Databases,” on page 48. This class uses a distance preserving 
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transformation to extract features from the time series. This transformation is then 
used to map a sequence of the time series to an N-dimensional point in feature space 
and a traditional index structure, e.g. R-trees, is used to index the data.

The second class is a slightly more advanced version of the previous one, presented 
in Section 4.3, “Fast Similarity Search in the Presence of Noise, Scaling and Transla-
tions in Time-Series Databases,” on page 50. The big difference between these two 
approaches is that the latter has a mechanism that makes it possible to find sequences 
that almost match the query sequence, fuzzy matching.

The third class is presented in Section 4.4, “Querying Shapes of Histories,” on 
page 52. The paper discussed here approaches the problem from a completely differ-
ent angle by transforming the time series into texts and then defining a shape defini-
tion language that can be used to define queries on the textual representation of the 
time series.

The fourth class is presented in Section 4.5, “HierarchScan: A Hierarchical Similar-
ity Search Algorithm for Databases of Long Sequences,” on page 54. Here every-
thing is normalized before it is stored in the index, and the similarities can be 
measured by the number of transformations needed to transform the query sequence 
into the stored sequence. This class represents a more elaborate way of controlling 
the fuzziness of the query.

The final class is presented in Section 4.6, “Approximate Queries,” on page 56 where 
the entire time series is treated as a continuous signal and approximated by a mathe-
matical approximation. Discarding the original data and replacing it with a continu-
ous approximation opens up a new set of tools that we can use to store and search for 
similarities but it also introduces new problems.

4.1 Problems with Time Series Data Compared 
to Textual Data

In many engineering applications or medical applications, sensor data is stored in a 
database to be examined later. Unfortunately, traditional databases do not have effi-
cient index structures to index this kind of data. Over the last few years this kind of 
data has become increasingly important.

In indexing a time series we are faced with many problems unknown to regular tex-
tual databases. The first problem is how information from the time series is to be 
extracted. This problem can be attacked in two ways. Either we design the system for 
a specific application, or we try to design a very generic system. In the first approach 
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we learn what the time series looks like, and what features the users are interested in, 
then we can construct our system to extract exactly those features. This approach 
allows us to construct a system that will perform very well, as long as the users state 
the questions the system was built to manage. The problem with this approach is, of 
course, that if the users suddenly decide that they are interested in a new feature in 
the time series, we will not be able to process those queries since the new feature was 
not previously extracted from the time series. 

The second way to attack the problem is to try and extract features that will describe 
the time series so we will be able to answer as many queries as possible, without prior 
knowledge of them. 

The next problem we are faced with is the similarity problem. In most cases the user 
will not be interested in simply retrieving exact matches to a query for a time series. 
Since time series can be very complex it is more likely that the user will give the sys-
tem an example of a time series and ask the system to retrieve all time series that are 
similar to the example time series. What do we mean when we say that two time 
series are similar? If we return too many time series to the user, the system will be 
useless to him since he will miss the interesting time series among all the non-inter-
esting time series. If, however, we return too few time series, it is possible that some 
of the time series the user was interested in will not have been retrieved by the sys-
tem, which is to say we can not find data in the system. There are two common ways 
of approaching to this problem. Either the similarity mechanism is built into the sys-
tem or the user is given some control over it. If the mechanism is built into the system 
then the user has very little or no control over the degree of similarity. The second 
approach will allow the user to specify the fuzziness of the query while stating it to 
the system. We feel that it is better to provide the user with some control over how 
many results a query should provide.

Next we need to address the index structure. The index structure should allow us to 
search the collection of time series in a fast and efficient way, but it is preferable that 
it is small in comparison to the time series being indexed, and that it grows in propor-
tion to the time series. The most common index structures are some sort of tree struc-
tures that usually offer very good search performance as well as growth performance. 
There are exceptions, e.g. the signature file. The signature file’s search time grows 
linearly with the data set, but the size of the index is usually very small and the inclu-
sion test is simple compared to the data being indexed. In many cases the signature 
file still is a good index structure compared to a tree structure. The size compared to 
the simplicity of the index structure can offer a fast and simple search. But it is worth 
noting that since the signature files’ search times grow linearly and the tree structure 
search times grow logaritmically there will always be a break-even size where the 
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tree structure will start to perform better than the signature file. Since both index 
types grow linearly, the signature file might still be preferable because of its smaller 
size. It is desirable that the index is small compared to the time series, since a collec-
tion of time series easily can become very large (Terrabyte-sized).

The papers that we have selected as representatives of the different classes of 
approaches have all been analyzed according to the following template so that we can 
more easily compare them:

 • Introduction. This is a short description of the proposed approach.
 • Feature Extraction. A description of the method used to extract the features of 

the time series. For a more detailed discussion on feature extraction methods see 
Section 3, “Feature Extraction,” on page 23.

 • Indexing. A short description of the indexing structure proposed by the authors.
 • Similarity between shapes. A short description of the similarity concept being 

used in the proposed method.
 • Positive features. A short summary of the positive features of the proposed 

method.
 • Negative features. A short summary of the negative features of the proposed 

method.

4.2 Fast Sub-Sequence Matching in Time 
Series Databases

This way of solving the problem is represented by [FALO94]. In [FALO94] the 
authors propose an effective indexing method to locate time series sub-sequences 
within a collection of sequences matching a given query pattern. Each sequence is 
mapped to a small set of multidimensional rectangles in a feature space. The rectan-
gles are then stored in a traditional spatial index, for example an R*-tree. For a 
description of an R*-tree see Appendix D.7.4, “R*-Trees,” on page 204.

4.2.1 Feature Extraction
This method uses a distance preserving transform, for example, the Discrete Fourier 
Transform (DFT), to extract features from the time series to feature space. In order to 
accomplish sub-sequence matching, a simple process is used:

 •  A small window is introduced. 
 • The window slides along the time series, one position at a time.
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 • For each position of the window, the content of the window is mapped to a feature 
space vector with DFT. To make the index smaller, only the first few DFT coeffi-
cients are saved. 

The time series will now be represented as a sequence of vectors in feature space, or 
as a trail in feature space. The dimension of feature space will be fairly small, 2 or 3 
dimensions, so that the trails can be efficiently indexed.

4.2.2 Indexing
The trail is then stored in an R*-tree. But storing each point in the trail creates a very 
ineffective index so instead the trail is recursively divided into minimum bounding 
(hyper-)rectangles (MBRs), see Figure 4.1. In order to search the index, all stored 
sequences, whose MBRs intersect the query MBR, are returned.

4.2.3 Similarity Between Shapes
As mentioned in the previous section, two sequences are considered similar if their 
MBRs intersect. The difference between the stored sequence and the query sequence 
can be controlled by how deep in the R*-tree one checks for the intersecting MBRs.

4.2.4 Positive Features
The method relies upon already existing and well-known indexes. It uses a well-
known simple method of extracting features from the time series, then stores these 
feature vectors in a well-known, multi-dimensional index structure.

U1

U2

Figure 4.1: Trail with MBRs that are stored in the index
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This makes it possible to add sub-sequence searching facilities to an existing system 
without too much extra work.

4.2.5 Negative Features
When the index structure is searched, not only will all sequences matching the query 
be returned, but also some sequences whose MBRs intersect the query MBR, but 
whose sub-trails do not intersect the query trail. If the index is to be efficient, the 
number of false returns has to be minimized, otherwise the results from a search have 
to be searched a second time to dismiss all false hits.

The method of similarity between shapes suggested in this paper [FALO94] is very 
sensitive to scaling and translation.

4.3 Fast Similarity Search in the Presence of 
Noise, Scaling and Translations in Time-
Series Databases

This class of more advanced solutions is represented by [AGRA95]. In [AGRA95] an 
improved version of the method suggested in [FALO94] is presented. The improve-
ments in this method over the one proposed in [FALO94] are the following:

1 No problems with amplitude scaling.
 2 No problems with offset translation.
 3 No problem of ignoring unspecified portions of sequences while matching others 

(avoiding noise).

The general idea is the same. Each sequence is mapped to a small set of multi-dimen-
sional rectangles in a feature space. The rectangles are then stored in a traditional 
spatial index, for example an R*-tree.

4.3.1 Feature Extraction
Like [FALO94] this method uses a distance preserving transform, for example the 
Discrete Fourier Transform (DFT) to extract features from the time series. It also uses 
a window that slides along the time series, and then maps the content of the window 
to a point in feature space, but here the similarities end. Before the feature vector is 
calculated, the content of the window is normalized.
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4.3.2 Indexing
The data points are stored in an R-Tree (the authors tried implementing the index as 
both an R*-tree and an R+-tree). To find a result to a query the following three steps 
are performed:

1 Atomic matching – find all possible pairs of matching windows.
 2 Window Stitching – combine returned window pairs so that longer matching 

sequences are obtained.
 3 Sub-sequence matching – find a non-overlapping ordering of sequence matches 

having the longest match length.

4.3.3 Similarity Between Shapes
The process of determining whether two time series are similar is performed in two 
steps. First, all windows that are similar to the windows in the query are fetched from 
the index. Here the degree of similarity is checked by the distance of the windows 
vectors in feature space. The system can control the fuzziness by stating that all 
stored windows with vectors within a distance  of each query window’s feature vec-
tor is similar to the query window. The next step in the similarity process is to deter-
mine whether two sequences are similar. This is done by trying to find a maximum 
number of non-overlapping, time-ordered pairs of windows from both the query and 
the stored windows returned from the index.

This is formally defined for two sequences  and  as follows (  and  are sub 

sequences  and  for each sequence respectively):

1  and , , the sequence of sub-sequences should be time 

ordered.
 2 There exists some scale  and some translation  so that Equation 4.2 is valid.

 (4.2)

 3 There exists a fraction of match length, , greater than or equal to a specified 
threshold so that Equation 3 is valid.

(4.3)
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4.3.4 Positive Features
The two-level similarity mechanism offers this system the advantage that two 
sequences can be similar even though parts of the sequences are dissimilar. The user 
can control both levels of the similarity process. On the first level the user can specify 
the maximum distance between two vectors that should be considered similar. On the 
second level the user can specify the minimum length of sequences that must be sim-
ilar and the maximum length of a dissimilar sequence that is to be accepted by the 
system.

4.3.5 Negative Features
Since vectors for all windows are stored in the R-Tree, the index will be very large 
and grow linearly with the size of the stored signal.

4.4 Querying Shapes of Histories
This approach to the problem is represented by [AGR295]. This is a very novel 
approach and we have not found any other papers suggesting this solution. In 
[AGR295] the authors address the shape-querying problem from an entirely new 
direction. They propose a shade definition language that is a description of the time 
series. The language is made up of a few elementary shape descriptors and opera-
tions. To build more complex shapes, the operations can be applied to the elementary 
shapes to get new shape descriptors. They also propose a data structure that serves as 
a fast index for searching the stored sequences.

4.4.1 Feature Extraction
The idea behind the feature extraction is to extract the same features that humans 
extract when they see a one-dimensional signal (a time series). A one-dimensional 
signal can be seen as a transition sequence, and it is these transitions that we extract. 
The process can be described like this: 

 • In each position, calculate the amplitude difference from the previous position 
and the current position.

 • depending on this difference, add a symbol from an alphabet of elementary transi-
tions to the feature extraction string.

The alphabet used in the paper is shown in Table 4.1 on page 53.

The result of the feature extraction process is a string of symbols from the alphabet.
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4.4.2 Similarity Between Shapes
The similarity concept of this model is very simple. Two sequences are similar if they 
map to the same symbol string. For an example of this similarity concept see 
Section 3.1, “Feature Extraction Using Time-Derivative,” on page 25.

4.4.3 Indexing
The storage structure the authors propose not only stores the symbol strings but also 
provides an efficient hierarchical index. The index is a four-layer index. The first 
layer is an array indexed by the symbols in the alphabet. Each entry points to an 
object in the second level. The second level is a collection of arrays. Each array is 
indexed by the start period of the first occurrence of the symbol (the symbol in the 
first level that points to this array). Each entry that corresponds to an occurrence of 
the symbol in the symbol string then references an object in the third level. The third 
level is also a collection of arrays. Each array is indexed by the maximum number of 
occurrences of the symbol, and points to a list of objects id’s that point to the original 
data.

4.4.4 Query Processing
Much of the work in [AGR295] concerns querying. The authors propose a language, 
Shape Definition Language (SDL), so that the user can combine the elementary 
shape symbols in the alphabet to more complex shapes. The symbols of the alphabet, 
which are the most elementary shapes in the system, are defined like this:

Table 4.1: The SDL alphabet

Symbol Description

Up Highly increasing transition

up Slightly increasing transition

down Slightly decreasing transition

Down Highly decreasing transition

appears Transition from a zero value to a non-zero value

disappears Transition from a non-zero value to a zero value

zero Both the initial and final values are zero
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(alphabet (symbol lower_value upper_value incomming_constrain 
outgoing_constraint))

Table 4.1 on page 53 shows the alphabet used in the paper and each symbol’s defini-
tion.

To combine these symbols into shapes, the user can employ any of the following 
functions: concat, any, exact, atleast, atmost, in, precisely, 
noless, nomore and inorder.

Each sequence can then be named as a shape with the shape keyword. SDL can even 
create parameterized shapes.

A shape description created with the shape command can then be applied to a storage 
structure, and the result consists of references to all sequences in the structure that 
match the shape.

4.4.5 Positive Features
SDL offers a very powerful and yet simple way of describing signals that feels very 
natural for the user. Also, the similarity concept is very intuitive for a user.

4.4.6 Negative Features
The precision of the search is determined by the size of the alphabet, and it is difficult 
to offer a simple way for the user to query the signals and at the same time let the user 
search for very specific sequences. The problem is that to make the symbol string 
correspond to very few signals the alphabet has to be very large, but if the alphabet is 
too large it will be very difficult for the user to state imprecise queries.

4.5 HierarchScan: A Hierarchical Similarity 
Search Algorithm for Databases of Long 
Sequences

This class of solutions is also a very small class since we have only found this 
approach in one paper, [LI96]. In [LI96] a method to effectively search a collection of 
time series for a pattern is suggested. The main idea is that each sequence is first nor-
malized with respect to energy, amplitude, or some other suitable aspect of the appli-
cation. The sequences are then transformed into a series of feature space vectors that 
are stored in a database.
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4.5.1 Feature Extraction
Feature extraction can be performed with DFT, DCT, sub-band coding, or wavelet 
transform. First the time series is segmented into shorter sub-sequences with a sliding 
window. Each sub-sequence, of length , is then normalized with respect to its 
energy, amplitude, or some other aspect. The sub-sequence is then mapped to a fea-
ture space vector of size . The feature space vector is segmented into non-overlap-
ping groups, and the segmented vector is then stored in a database.

4.5.2 Indexing
The method proposed by this paper does not suggest a way to index the feature space 
vectors, instead it relies on an existing database engine to store and index the vectors 
in an efficient way. This makes it difficult to evaluate the effectiveness of the method, 
since the performance depends heavily on the performance of the underlying data-
base.

4.5.3 Similarity Between Shapes
The authors propose to use several correlation functions, as a similarity concept. A 
segmented feature space vector is obtained from the query sequence, then the most 
prominent segment of the query vector is checked against all stored feature vectors’ 
same segments with the first correlation function. The correlation functions should be 
chosen so that we get fast but maximal filtering in each step. The result is a set of 
stored vectors whose first checked segment correlates to the query vector’s most 
prominent segment. The second most prominent query segment is then checked 
against the remaining stored vectors’ same segments with the second correlation 
function, and so on.

4.5.4 Positive Features
The method proposed by the authors is a simple yet powerful similarity search mech-
anism that can quite easily be implemented on top of an existing database system.

4.5.5 Negative Features
This method only suggests a mapping method from time series to feature space vec-
tors and a concept of similarity, but does not offer any advice on how this data should 
be efficiently searched. The authors rely on the fact that an existing database system 
will index the vectors so that storing and fetching will be fast. One major drawback to 
this approach is that many database systems lack efficient indexes to be used with 
vectors.

k

k
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4.6 Approximate Queries
This is also a very novel approach and this class is represented by [SHAT96]. In 
[SHAT96] the authors wish to introduce a new method that has a very simple and 
powerful concept of similarity. By making the method more of a framework and rely-
ing heavily on knowledge from experts on how to perform certain key steps in the 
process, it should be possible to achieve good system performance in some applica-
tions. On the other hand, the heavy dependence on experts will make it impractical 
for many applications.

4.6.1 Feature Extraction
The idea is to break the time series into smaller segments and to represent each seg-
ment as a polynomial. Under the assumption that  is true for each segment, a 
certain amount of compression will be achieved. These functions have the following 
desirable features:

1 Significant compression
 2 Simple lexicographic ordering
 3 Continuity allows interpolation of unsampled points.
 4 Behaviour of functions is captured by derivatives, inflection points, extremes, etc.

The points where the time series will be broken are very important since all important 
searchable features must exist inside a segment. Figure 4.4 shows a time series bro-
ken into segments, and each segment’s polynomial approximation of the first degree.

size 1»

Figure 4.4: A signal and its polynomial approximation
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4.6.2 Similarity Between Shapes
A query to the system is considered as a set of sequences, . If we take a sequence  
from , we can construct a new sequence, , that is also a member of , by applying 
a number of transformations to . Examples of such transformations include:

1 Translation in time and amplitude.
 2 Dilation and Contraction.
 3 Deviations in time, amplitude and frequency.
 4 Any combination of the above.

All resulting sequences in the stored time series that are members of  are considered 
to be exact matches to the query sequence. Approximate matches are all matches that 
deviate from the query in any of the dimensions corresponding to the specified fea-
tures (for example the number of peaks or the steepness of the slopes) within a certain 
error tolerance.

4.6.3 Indexing
In order to be an effective indexing method for time series, a good index is needed so 
that the extracted features can be efficiently searched. The authors mention the 
importance of this, but do not suggest a suitable index in their paper, instead they 
note it as work to be done in the future. This makes it very difficult to compare this 
method with other methods, since the index is one of the most important features of a 
system.

4.6.4 Positive Features
Since the system is tailored for a specific application, it is possible to tweak it to per-
form very well in that specific environment. The major contribution of this paper is a 
new similarity and feature extraction process.

4.6.5 Negative Features
The authors mention several problems with this approach. For example, it is impor-
tant that the break points are chosen so that all “interesting features” will end up in 
the same segments. This focus on the features of the incoming data makes it possible 
to state very complex queries to the system, but it also makes the system more diffi-
cult to adapt to different applications. 

Another problem is to find suitable function representations for the segments. These 
problems have to be solved by a human expert who has to examine the time series 
and determine which features that are important and how they should be represented 
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in the system. The fact that the method is so dependent on a human expert makes it 
difficult to adapt to new domains.

 Another problem lies in the fact that an expert first has to decide which features are 
of interest and then the system is designed for these features. The system will be 
designed to answer certain queries but will not be able to answer others. The final 
drawback with this method is the lack of a suggested index structure. Since the index 
structure is a very important aspect of the system, it is hard to say anything about the 
system without any ideas about how the index structure should be constructed.
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The Signature File

This chapter will introduce how we have used signature files to index time 
series and how we use them to search the time series. We will show the 

theoretical sizes, probability of falsedrops, and search costs for different 
signature file parameters.

Time series have been used to offer a very small index structure that allows free text 
searches. This is done by hashing the words in the text to a binary vector, then search-
ing the binary vector instead of the original text. For a more in-depth description of 
signature files, see Appendix D.4, “Signature Access Methods,” on page 193.

This chapter begins with a brief introduction to the modifications we had to make in 
order to use signature files to index time series. We also describe some of the major 
problems we faced, and how we solved them. We then continue with a short evalua-
tion of different hash functions. Since the alphabet we are using is much smaller than 
the alphabet used in English text, it is important to find a hash function that still 
works well.

We will then take a look at the size and search performance of the signature file. 
Finally, we will conclude this section with a summary of the signature file structure.

5.1 Introduction
One indexing method that produces small indexes for large texts is signature files. 
Since one of our initial goals was to find an index structure for large time series (see 
Section 1.6, “Contributions of This Work,” on page 11) we saw the signature file as a 
good candidate for our index structure.
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As described in Appendix D.4, “Signature Access Methods,” on page 193, there are 
several different types of signatures. We decided to use superimposed-coding, SC, 
signatures since this allows us to use a simpler inclusion test than the other signature 
types, see Appendix D.4.3, “Superimposed Coding,” on page 194. 

When signatures are created from text, words are fed to the signature generator. Each 
signature represents some discrete parts of the text: a paragraph, a chapter, or an 
entire book. When the system is queried for a phrase or a word, the system can say 
that the phrase or word is present in a certain paragraph, chapter, or book, depending 
on what the signature represents. A signal on the other hand lacks any discrete parts 
and cannot be broken up. The signal is one huge continuous stream of data and each 
point is related to its predecessor and its successor. We decided early on that a mini-
mal atomic unit had to be introduced. Without this limitation we would have to index 
each individual symbol in the time series. To compare such an undertaking to text 
indexing, this would mean not only indexing every word in the text, but also every 
letter in every word. The question we asked ourselves was whether allowing searches 
for arbitrarily small sequences would be meaningful. 

The minimal unit we introduced is the smallest entity that can be searched for in the 
time series, a window. The window creates discrete units in the time series. It groups 
a number of values from the time series together and treats them as a unit, which we 
refer to as a word. But if the time series is divided into words, a query from the user 
will be unlikely to map directly to those words; a query might consist of the last three 
characters from one stored word, combined with the first few characters from the 
next. This is solved by sliding the window along the time series, one position at a 
time. In this way each possible word is created and stored in the index, see Figure 
5.1. Unlike words in an English text, all these words will be of the same length.

Furthermore, a way to break up the time series into sections or blocks has to be 
found. If one signature represents the entire time series, the only result that could be 

“...abdcefghijklmnopqrstabcdefgh...”

Hash-Function
1001...001
0110...100

1110...000
0011...010

Figure 5.1: Creating signatures from the symbol string
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obtained from the system would be if a given sub-sequence was present in the time 
series. The location of the sub-sequence would not be available. 

Additionally, the signature needed to map an entire time series would be very large. 
Signatures used to map texts are more than 500 bits long, and since time series can be 
very large (usually much larger than regular English texts), the signatures needed to 
map such a time series would also have to be very large.

This is solved by breaking the time series into smaller sequences, which we refer to 
as signature blocks. Each signature block is represented by a signature, and the sys-
tem will be able to find all signature blocks that contain a certain sub-sequence. 
[DAVI95] points out that if the signatures are 50% full, i.e. 50% of the bits in the sig-
nature are set to 1, then the false drop is minimized with respect to the fill grade (how 
much of the signature that contains 1’s). A signature block is considered full when it 
is 50% full and then the next signature block is started.

The false drop is a measurement of how many extra, false, hits the index will return 
as answer to a query. Since signature files is a probabilistic index it will always return 
results that have a possibility of containing the query pattern, but it is not certain, see 
Section 5.7, “Probability of False Drops in the Signature File,” on page 74.

This introduces another problem. If the user queries for a sequence, and half of the 
sequence is stored in one signature block and the other half is stored in the next sig-
nature block, the system will not find it by searching only the signatures.

5.2 Different Signatures
We found and examined two approaches that solve the problem of finding sequences 
between signature blocks. The first approach introduces overlapping signature blocks 
and the second approach introduces a modified search mechanism.

5.3 Overlapping Signatures
The idea behind overlapping signatures is that each sub-sequence should be stored in 
two signature blocks so that all sub-sequences will be present in at least two signature 
blocks. To produce overlapping signatures the following method is used: 

 • A signature block is produced as before: The window slides along the time series 
and for each window position the contents of the windows are hashed to the sig-
nature. 
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 • When the signature is full, the next window position is calculated with Equation 
5.4, i.e. when a signature block is full we start the next signature block from the 
middle of the previous one, see Figure 5.3. 

This will assure us that each sub-sequence we are searching for will be found by 
searching the signatures. 

Figure 5.2 and Figure 5.3 show the difference between normal signatures/signature 
blocks and overlapping signatures/signature blocks. In Figure 5.2 a time series is 
indexed using normal signatures and in Figure 5.3 the same time series is indexed 
with overlapping signatures. If we are searching for the sequence “mnopqrs”, present 
at the end of signature block , we will find it in signature block  in both examples. 
If we instead were searching for the sequence “nopqrst”, we would not be able to find 
it using the normal signatures, since that sequence is not present in any signature 
block. Using overlapping signatures we are able to find the sequence in signature 
block .

(5.4)

Unfortunately this approach has two drawbacks. First of all, the signature file will 
grow since we have to use many more signatures to map the file. Secondly, and more 
importantly, this approach puts a maximum length on queries. Each query can be, at 

n n

n 1+

...a b c d e f g h i j k l m n o p q r s t a b c d e f g h i j k l m n o p q...

Signature Block n Signature Block n+1
Figure 5.2: Normal signature blocks

...a b c d e f g h i j k l m n o p q r s t a b c d e f g h i j k l m n o p q...

Signature Block n
Signature Block n+1

Signature Block n+2

Figure 5.3: Overlapping signature blocks

NewStartPos OldEndPos OldStartPos–
2

---------------------------------------------------------------------=
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most, the length of the overlap between signature blocks, otherwise a search might 
fail to find a sequence which is present in the time series, leaving the initial problem 
unsolved.

5.3.1 New Search Mechanism
The other approach to solving the problem is to introduce a new search mechanism 
that searches for possible matches between signature blocks. The window slides 
along the sequence and each window’s content is hashed to a signature. When a sig-
nature is full, the first window position in the next signature will be one position to 
the right of the last window position in the previous signature. The next window posi-
tion will be the same as with normal signatures.

When the signatures are searched, each signature is searched twice. First the stored 
signature  is tested. If the test indicates that there is no match between the query 
signature  and the stored signature, we test the query signature against the next 
stored signature, . If this test also fails then the combined signature  
is tested. If this combined signature matches the query signature, the stored signature 

 is reported as a hit. If the combined stored signature does not match the query sig-
nature, we continue to test the next stored signature in the sequence, . The 
advantage of this method is that each word is only stored in one signature, no overlap 
is necessary. See Figure 5.5 for the search algorithm.

SN
Q

SN 1+ SN SN 1+∨

SN
SN 2+
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The algorithm can be written as:

1 Check the current block, if we find a match advance the current block pointer and 
restart on step 1.

 2 Advance current block pointer and check again. If we find a match, advance 
block pointer and restart on step 1.

 3 Logically or the current and previous signatures and check them for a match. 
Advance current block pointer and continue on step 1.

Informally we can say that we first check whether the sequence we are looking for is 
present in the current signature block, then we check for it in the next signature 
block. If both these tests fail we combine the two signature blocks into one, and then 
test whether the sequence is present in the combined signature block. One important 
thing to remember here is that the actual signature blocks are never searched, we only 
search the signatures. Since the signatures are bit vectors obtained by hashing the 
contents of the signature block, we loose some information in the process.

This new approach introduces a new problem. A signature is, as mentioned before, 
considered full when 50% of the bits are set to 1. If we logically OR two such signa-

Figure 5.5: Signature search algorithm

result searchSignatureFile(List SignatureFile,Signature Query){
List searchResult = EmptyList;
Signature CurrSig = SignatureFile.getFirst();
Signature NextSig;
if(CurrSig != EndOfList && Query & CurrSig == Query){
searchResult.add(CurrSig.BlockPosition);

}
while( CurrSig != EndOfList ){
NextSig = SignatureFile.getNext();
if( NextSig != EndOfList ){
if(Query & NextSig == Query){
searchResult.add(NextSig.BlockPosition);

} else {
if(Query & (CurrSig | NextSig) == Query){
searchResult.add(CurrSig.BlockPosition);

}
}

}
CurrSig = NextSig;

}
return searchResult;

}
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tures together, in a worst case scenario we will end up with a combined signature in 
which all positions set to 1’s. A signature like that will match all possible signatures 
and is therefore very likely to produce a false hit. To minimize the risk of such use-
less signatures, a signature needs to have fewer bits set. We found that lowering the 
fill factor to 30% instead of 50% gave us the same performance as the old search 
mechanism did with a 50% fill factor. There are two drawbacks to this method. First 
of all, the search process is more time-consuming since we have to test each signature 
twice and OR signatures together. Secondly, the size of the signature file grows since 
each signature block will be smaller. 

Most important, however, this method offers the benefit of searching effectively 
without putting an upper limit on query length when the query only consist of one 
signature.

5.3.2 Conclusion on Search Mechanism
If we decided to go with the first approach, overlapping signatures, we would get a 
system with both a minimal and a maximal query length. By choosing the second 
approach, a new search mechanism, we could avoid the upper query length limitation 
as long as the query only consists of a single signature.

5.4 Hashing the Windows to Signatures
In this section we summarize how the signatures are created from the sequence 
string. We let a window slide along the signal, one position at a time, and the contents 
of the window are fed to a hash function. The output of the hash function is a signa-
ture with a number of bits set. This signature is logically OR-ed together with the 
already existing block signature. If the block signature is full, it is appended to the 
end of the signature file and a new empty block signature is created. The process is 
shown in Figure 5.1 on page 60.

When we say that a hash function performs well, we mean that all bits in the signa-
tures created using the hash function have a similar probability of being set.

To hash the window contents, the words, to the signature we need an efficient hash 
function. We have tested three different hash functions, one very simple, one moder-
ately complex and one complex. The first hash function tested was Equation 5.6, pre-
sented in [DAVI95]. In Equation 5.6,  is the word we are calculating a hash value 
for, and  is the size of the signature. Equation 5.6 was quickly dismissed. This hash 
function needs a large alphabet to function properly, and since we do not want to be 
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forced to introduce a larger alphabet, it was replaced with the slightly more complex 
hash function, Equation 5.7.

(5.6)

In Equation 5.7,  is the word we are calculating the hash value for,  is the size of 
the signature, and  is a constant that satisfies Equation 5.8.  is the range of the 
keys we wish to generate.

This hash function performs quite well with smaller alphabets, but has some prob-
lems if the small alphabet is combined with a very small window. 

(5.7)

(5.8)

The third hash function tested was a hash function found in the public domain on the 
internet. The hash function is called MD5 and is used in encryption programs like 
PGP [PGP00]. This function is much more complicated than the previous two, but 
provides very good performance. The algorithm is too long to reproduce here, so the 
interested reader can find a detailed description in [RIVE92].

5.4.1 Longer Queries
Since the search mechanism does not put a restriction on the query length as long as 
the query maps to only one signature, the next step is to see if the process can work 
for queries of arbitrary length. Let us assume that the query maps into M signatures. 
Is it then possible to find a match in the signature file? As can easily be shown, a very 
slight modification of the search mechanism removes the upper query length bound-
ary.

The search mechanism has only to be modified accordingly:
When the stored signature  is tested and if the test signals a hit we test the next 
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stored signature  to the second query signature, . If this is a hit, we test query 
signature 2, , to the stored signature  and so on until we test query signature 

 to the stored signature . If all these tests are hits, we then report a hit start-
ing in signature block . The same procedure is done with signature . 

When both stored signatures  and  have been tested and failed, the combined 
signature  is tested. If this combined signature matches the first query sig-
nature, then the next stored signature tested against query signature 2, , will be 
signature , and so on. If all these combined signatures match the query 
signatures, the stored signature  is reported as a hit.

With this simple modification it is possible to remove the upper query length bound-
ary. 

5.4.2 The Size of the Signature Files
One reason signature files were attractive in the first place was that for texts, the sig-
nature files are a very compact index – around 10% of the original text. It is impor-
tant to consider whether that property has been lost now that we have modified the 
generation process so much. It is possible to set up an expression that gives us the 
size of the largest possible signature file for a given input file. It will be a worst case 
scenario since we assume that all window contents in any given signature block will 
map to previously unused bits in the signature. In reality the contents of some win-
dows will map to bits already set by other windows in the same signature, and so the 
actual signature block size will be larger than the one calculated. Consequently the 
signature file will contain fewer signature blocks than calculated.

We start by introducing the following symbols:

 • , the number of tokens in a minimal signature block.

 • , the window size in tokens.

 • , number of bits is the signature.

 • , the signature fill grade.

 • , number of bits set in the signature by each window.
 • , number of values in the original time sequence.
 • , the maximum number of signature blocks needed to index the data.

 • , the size of a pointer in a generic unit.
 • , the size of a generic unit in bits (8 bits in a byte).
 • , the size of the signature file compared to the size of the time sequence.
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 • , the number of generic units per data point in the time sequence.

 • , the size of the signature file.

The first step is to calculate the minimum signature block size. Equation 5.9 gives us 
the number of set bits in a full signature.

(5.9)

If this value is divided by the number of bits each word set, , we get the number of 
words that correspond to a full signature, see Equation 5.10.

(5.10)

Since the words are created by sliding a window over the time series, this number of 
words corresponds to the same number of characters plus the number of characters in 
a word minus one. This gives us the minimum signature block size, in tokens, see 
Equation 5.11.

The first window will add  tokens to the signature block and set  bits in the sig-
nature. Each additional window will add 1 token to the signature block and add 
another  bits to the signature, so the size of the signature block when the signature 
is full will be (Equation 5.11)

(5.11)

 The number of signatures with this size needed to index the whole data file will be: 

(5.12)

The size of the signature file will be the number of signatures multiplied by the size 
of each signature. Each signature will consist not only of the bit sequence, but will 
also contain a pointer to the segment in the data file that is represented by the signa-
ture. The size of the signature file will therefore be:
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(5.13)

Finally the ratio between the original data file and the signature file can be calculated 
as: 

(5.14)

The ratio for an input file with 400,000 4-byte data points has been calculated for dif-
ferent configurations of the signature file, see Figure 5.15, “Signature file size, 30% 
fill grade, 1 bit per window,” on page 69 and Figure 5.16, “Signature file size, 30% 
fill grade, 4 bits per window,” on page 70.
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Figure 5.15: Signature file size, 30% fill grade, 1 bit per window
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In these calculations the following assumptions were made: 

 • The number of values in the original sequence, , was set to 400,000. 
 • The pointer size, , was set to 4 bytes. 
 • The size of a byte, , was set to 8 bits.
 • The size of each data point in the original data sequence, , was set to 4 bytes (a 

long value).

As shown in Figure 5.15 and in Figure 5.16, the ratio is always smaller than 100%, 
i.e. the signature file is always smaller than the data file used to create the signature 
file. It is also easy to see that for most configurations of the signature file, the file is 
not as compact as when dealing with text. If we only use 1 bit per window, the ratio 
achieved is good, between 18% and 6%. In Figure 5.15 we can see that for smaller 
window sizes the signature file size decreases with the signature size. But if the word 
size starts to approach 20 characters, the signature file size will increase instead of 
decreasing with growing signature sizes. In Figure 5.16 each window sets 4 bits 
instead of 1 bit. As shown in Section 5.8.3, “Precision Diagrams,” on page 82, this 
improves the search precision dramatically. In this figure the signature file size 
always increases with signature size. For all configurations the word size has a very 
great influence. If a small signature file is important then large windows should be 
used. 
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During performance testing we noticed that the performance did not improve if we 
increased the number of bits set by each window beyond 4. Since the signature file 
size increases linearly with the number of bits used to create each signature, it is not 
meaningful to use more than 4 bits per window.

It might be possible to improve the size if the signature file, especially for signatures 
with a low fill grade, using signature compression as described in Section D.4.4, “Bit 
Block Compression,” on page 194, but we have not looked into that possibility.

5.5 Searching the Signature File
In this section the search performance of the signature file is compared to a simple 
linear search of the string. Both the original string and the signature file grow linearly 
with the data set, and we have to scan all data in both cases, so what are the benefits 
of the signature file? 

There are two benefits. First the signature file is, as we have shown in Section 5.4.2, 
“The Size of the Signature Files,” on page 67, smaller than the original data file, so 
we can scan the signature file with fewer disk accesses than the data file. Second, the 
inclusion test performed on signatures are very simple and are effectively performed 
on a computer.

Before we discuss the costs of scanning the data vs. the cost of scanning the signature 
file, a few assumptions must be made. If the cost of a disk access is 1, then the cost of 
a memory access is in the order of . The number of disk accesses will, by far, be 
the most dominant factor in calculating the search cost. Therefore we will say that the 
cost of a search is equal to the number of disk accesses needed to perform the search.

5.5.1 Cost of Scanning the Data

To store the data file on disk we need  disk pages, where  is the number of 

elements in the original data file and  is the size of each element. If each disk 

access has a cost of 1, the cost of scanning the data can be calculated with Equation 
5.17.

(5.17)

10 4–

n ns⋅
Ps

------------ n

ns

C n ns⋅
Ps

------------=



72

Searching the Signature File

The cost of scanning the data for a few different page sizes and for a few different 
data sizes is shown in Table 5.1. The size of each element in the file is set to 4. 

It is relevant to point out that the cost will be the same even for smart search algo-
rithms, like the Boyer-Moore algorithm [BOYE77]. These algorithms only speed up 
the search of each individual page, something we have disregarded in all our tests, 
but we still have to get all pages from secondary storage. This is the only cost we 
regard. 

Another issue relevant to cost is that if we are not interested in retrieving all occur-
rences of a queried pattern, only the first occurrence, or if we only want to check only 
whether the queried pattern is present or not, the search will, on average, be half the 
time we have calculated above with Equation 5.17.

One thing we must mention here is that since we perform a sequential scan of the 
data, the search cost will be lower. This is because when we search the original data 
and when we describe the signature file in the next section, the performance will be 
determined by the transfer time and not by the block search time. As described in 
Section 2.2, “Transfer Time,” on page 17, if we can place the data in consecutive sec-
tors on the disk, we will be able to read the data at least 1.6 times faster. This does not 
matter when we compare brute force scanning to signature file scanning but it will be 
important when we later compare these methods with e.g. B-trees.

5.5.2 Cost of Scanning the Signature File
To calculate the cost of scanning the signature we calculate the number of disk pages 
needed to store the signature file. Equation 5.14,  on page 69 is used to calculate the 
size ratio of the signature file and the original data file. If we multiply this ratio by the 
size of the original data file and then divide this size by the size of each disk page we 
get the number of disk pages we need to scan. In Table 5.2 we have assumed a ratio 
of 30%. We show in Section 5.7, “Probability of False Drops in the Signature File,” 

Table 5.1: Cost of scanning data

Number of 
Elements 4kb 8kb 16kb 32kb

103 1 1 1 1

106 977 489 245 123

109 9 8 5×10, 4 9 5×10, 2 5 5×10, 1 3 5×10,

1016 9 8 12×10, 4 9 12×10, 2 5 12×10, 1 3 12×10,
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on page 74 and Section 5.8.3, “Precision Diagrams,” on page 82 that by carefully 
choosing our parameters it is possible to achieve a precision of 1. We also assume 
that we have very few or no false drops in the signature. Table 5.2 shows the cost of 
scanning the signature file. 

If we compare the costs in Table 5.1 and Table 5.2 we see that the signature file is 
cheaper to scan. Since the signature file is 30% smaller than the original data file, it 
will also be 30% cheaper to search than the original data. Both costs grow linearly 
with the size of the data. As we can see, it will always be cheaper to search the signa-
ture file than to perform a linear search of the original data, even if we use a smart 
scanning algorithm for the linear scan. In all cases other than the linear search of the 
original data, the result of the search will be a number of pointers to the data and not 
the data itself. To get an exact cost, the additional cost of fetching the data will have 
to be added to the cost of scanning the index structure. If we are only interested in 
whether or not a sub-sequence is present or not in a larger sequence, we do not have 
to add this time. If we are only interested in the first occurrence, we have to add the 
cost of one disk access, and in the general case we have to add one disk access for 
each expected answer to a query. Note that in the signature file search, as well as in 
the linear data search, the average search time is halved if we need to find the first 
occurrence.

5.6 Similarity in Signatures
It is tempting to assume that two similar sequences will hash into two similar signa-
tures. The argument for this is that if a string  map to signature a . Then if we 
introduce a small change to the string we get string . This string will generate sig-
nature  that is “similar” to signature  in that they only differ in very few posi-
tions.

Table 5.2: Cost of scanning signature file

Number of 
Elements 4kb 8kb 16kb 32kb

103 1 1 1 1

106 294 147 74 37

109 2 9 5×10, 1 5 5×10, 7 5 4×10, 3 9 4×10,

1016 2 9 12×10, 1 5 12×10, 7 5 11×10, 3 9 11×10,

X S
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5.6.1 Hypothesis
We make this assumption our hypothesis: similar sequences map to similar signa-
tures.

If our hypothesis holds we will be able to retrieve similar sequences from the data-
base simply by examining the signatures. If a stored signature only differs in very 
few bit positions from the query signature, then we can say that the stored signature 
corresponds to a sequence that is similar to the query sequence.

5.6.2 Result
Unfortunately we can show that this hypothesis does not hold. If we change one posi-
tion in the string, this change will be reflected in up to  windows. These windows 
will have a different content than the original windows and will therefore hash into 
up to  different bits. Even for small window sizes we can see that two similar 
sequences can hash into two dissimilar signatures.

Unfortunately our hypothesis does not hold, and we can not use similarity in signa-
tures to control similarity in signals.

5.7 Probability of False Drops in the Signature 
File

A false drop occurs when a signature is returned as a match but the data searched for 
is not present in the signature block. To calculate the probability of a false drop we 
start by defining the false drop mathematically (Equation 5.18).

(5.18)

The probability that a bit in a signature with  bits and fill grade  is 0 can be calcu-
lated with (Equation 5.19).

(5.19)

To calculate the risk of a false drop we can calculate the probability that the  bits in 
the query signature are set in a stored signature (Equation 5.20). So given a number 
of bits that are set in the query signature we can calculate the risk of finding a signa-
ture with the same bits set:
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(5.20)

In Figure 5.21, Figure 5.22, Figure 5.23, Figure 5.24 and Figure 5.25 the probability 
for a false drop with different signature sizes is shown. The fill grade for each signa-
ture is 30% but since we OR signatures together, the fill grade used in these calcula-
tions is 60%. It is worth noting that the probability of a false drop does not change 
very much with different signature sizes.

If these values are compared to the experimental data in Section 5.8.3, “Precision 
Diagrams,” on page 82, we can see that the theoretical values are quite accurate. To 
compare the results, we have to convert the probability of a false drop into a preci-
sion. To do this we can take the probability of a false drop and multiply this probabil-
ity with the number of signatures used to index the signal. We then get the number of 
signatures that should match a given query signature by coincidence. If this value is 
inverted we get a number that we can compare with the actual precision.
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Figure 5.21: Probability of false drop with a 16-bit signature
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Figure 5.22: Probability of false drop with a 24-bit signature
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Figure 5.23: Probability of false drop with a 61-bit signature
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Figure 5.24: Probability of false drop with a 251-bit signature
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Figure 5.25: Probability of false drop with a 509-bit signature
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5.8 The Tests
During the course of our work we have conducted a number of tests. The main objec-
tive of the tests has been to measure the false drop for different queries of different 
lengths under varying circumstances. The false drop is an established method of 
measuring the performance of probabilistic search methods such as signature files, 
and is defined as the ratio between the number of returned relevant documents and 
the total number of returned documents, see Equation 5.30. We have also conducted 
tests of the hash function to ensure that the signatures generated were of high quality, 
see Section 5.8.1, “Signature Quality,” on page 79. It is important that the generated 
signatures are of high quality, since otherwise it would be impossible to determine if 
problems in the search algorithm stem from badly generated signatures or problems 
with the search algorithm. 

We have changed several variables during the experiments to see how they influence 
the false drop. The variables are:

 • the window size
 • the signature size
 • the alphabet size
 • the number of bits set by each window in the signature.

The window size controls the size of the sliding window we use to construct the sig-
natures. The window size also has a direct impact on the system since the content of a 
window will become an “atomic” entity in the system. Sequences smaller than win-
dow size characters can not be searched for, i.e. the window size determines the min-
imum query length in the finished system. Since we do not want to design the system 
so that it can only find large sub-sequences, we want the minimum query length to be 
small (smaller than 7 values). However, a very small window size together with a 
very small alphabet size will lead to problems while generating the signatures (the 
hash function will not be able to perform properly). The minimum possible alphabet 
size was primarily tested with the hash function, but we also did some tests where we 
measured the false drop rate with a few different alphabet sizes.

The importance of the signature size is also something we wish to test. Recent work 
on text files shows that the system performance increases with larger signatures 
[BADA95]. In work with text files, very large signatures are often used. But since we 
wish to index the signature file with an ST (see Section 6, “Indexing the Signature 
File,” on page 85) we would like to have the signatures as small as possible. The dif-
ferent signature sizes used are 41, 61, 251, and 509 bits, to give us some information 
about how the precision varies with the signature size.
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During our first set of tests, see Section 5.8.2, “Measuring the False Drop,” on 
page 82, we saw that the precision was often very poor when we searched the signa-
ture file for short sequences. In an attempt to improve the false drop when searching 
for short sequences, each window was permitted to set more than one bit in the signa-
ture when the signatures were generated. Experiments were done with 1, 4, and 6 
bits, but since no difference was achieved by using more than 4 bits, only the first two 
categories are shown here.

5.8.1 Signature Quality
The quality of the signatures was measured by generating a signature file from a large 
test file (see Section 2.3.1, “Synthetically Generated Time Series,” on page 18). 
When the signature file was produced, all signatures were scanned and the bit proba-
bility of each bit in the signature was calculated. Each bit in the signature should have 
the same probability of being set, and if this is not the case it is an indication that the 
hash function does not work with the data set.

This data was then used to calculate a mean bit probability, and a standard deviation 
of the mean bit probability for each configuration. The minimum and maximum bit 
probabilities were also stored. The figures in this section show the results from signa-
tures created with the MD5 hash function, and both 1 and 4 bits set per window in 
each signature. Since the same data file was used in all tests, the number of signatures 
created varies. With the 16-bit signatures, the actual number of created signatures 
was around 55,000. This number decreased as the signature size increased, and in the 
last test with a 509-bit signature, the number of created signatures was around 2,000. 
This is the reason that the performance seems to slowly degrade as the signature size 
increases.
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Figure 5.26: Signature quality: 16-bit signatures
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Figure 5.27: Signature quality: 24-bit signatures
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The average bit probability should be equal for all bits, and should be close to the fill 
grade. In this case the fill grade is 33%. By looking at these diagrams we can see that 
the average bit probability is close to 33%, and as the window size increases, the 
deviation of the bit probability diminishes. If the window size is five characters or 
more, the signatures produced are of high quality.
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Figure 5.28: Signature quality: 41 bit signature
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Figure 5.29: Signature quality: 61-bit signatures
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5.8.2 Measuring the False Drop
To measure the false drop, we generated a signature file from one of our test files. 
Then we searched the signature file for a number of sub-sequences from the test file. 
We counted the number of results returned by the signature file scan and then we 
scanned the file for the sequence and counted the number of actual occurrences. The 
precision was then calculated with Equation 5.30.

 (5.30)

To see how the false drop was influenced by the size of the sub-sequences, we cre-
ated several different queries of varying length. The first sub-subsequence we 
searched for was a sequence consisting of the first window size values from the sub-
sequence, then we searched for the window size( )+1 values and so on up to a 
sequence length of +20 values. By doing this, we can observe how the false drop 
rate changes with varying search sequence lengths.

5.8.3 Precision Diagrams
We have done extensive testing on how the precision is influenced by the signature 
size, the window size, the number of bits set by each window in the signature, and the 
query length. These diagrams can be found in Appendix A, “Signature File Precision 
Diagrams,” on page 143

Our conclusion from these experiments is that it is possible to choose the signature 
size, the window size, and the number of bits per window, so that the precision is 
very high even for very short queries.

5.9 Conclusion
Signature files are a simple probabilistic index structure for files. We have shown that 
it is possible to use signature files to index time series as well. The difference 
between time series and text introduces some additional problems that are not present 
in text signature files. We have shown that these problems can be solved, but that the 
solution makes the ratio between the signature files and the original data file higher, 
from 5% to 10% for text files, up to around 30% for time series – see Section 5.4.2, 
“The Size of the Signature Files,” on page 67 for a thorough discussion of this issue.

Even though the size of the signature files created from time series are larger than 
signature files created from text, we show that it is still more cost effective to search 
the signature file than to scan the original data file, no matter what kind of search 

Precision ActualOccurences
ReturnedOccurences
--------------------------------------------------------=

Nws
Nws
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algorithm you use. See Section 5.5.1, “Cost of Scanning the Data,” on page 71 and 
Section 5.5.2, “Cost of Scanning the Signature File,” on page 72.

If we use an advanced hash function, it is possible to construct signatures of high 
quality even if the alphabet used is very small. For a more thorough discussion on 
this topic see Section 5.8.1, “Signature Quality,” on page 79.

Finally we have shown that by choosing the parameters available, it is possible to 
achieve a very high precision, so that in many cases a secondary search to remove the 
false drops will not be necessary – see Section 5.8.3, “Precision Diagrams,” on 
page 82.
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Chapter 6

Indexing the Signature File

In this chapter we will examine the signature tree. The signature tree, or 
ST, is a data structure we developed to address the shortcomings of the 

signature file, namely that the search time grows linearly with the size of 
the data set.

We start by giving a short introduction to the problem description and then we go on 
to describe the data structure. After the overall description, we give a theoretical anal-
ysis of the size and performance of the structure. These are then verified with tests, 
and we conclude the chapter with our conclusions regarding the signature tree struc-
ture.

6.1 Introduction
To improve the performance of the system it is vital to find an efficient index struc-
ture. Our goal was to find a structure that would allow us to quickly discard uninter-
esting signatures and leave us with the ones in which we are interested. This is how 
search trees behave, and since search trees are a well-researched area, some kind of 
tree structure seems promising. While working with signatures we have found that 
the search structure needs to fulfil two further criteria: it has to be searchable with 
incomplete keys, and the ordering of the signatures must be preserved. 

We have to be able to search with incomplete keys since the signatures themselves 
act as keys, and it must be possible to find all signatures that match a very sparsely 
populated signature, not only fully populated signatures. The second criterion is that 
because the signal is ordered, we always have to be able to determine if one event 
comes before or after another event. The behaviour and some further aspects of the 
ST index are similar to another index proposed in [LIN98].
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6.2 The Signature Tree
Since the signatures are binary words, and we use the regular Boolean operations on 
them, one structure that matches all these criteria is a Boolean algebra. The Boolean 
algebra is a lattice. Figure 6.1 shows a simple Boolean Algebra.

The topmost node is the empty binary word, a word that contains only zeros. The top 
node has as many children as there are bits in the word, and each child differs from its 
parent in one bit position. All nodes at the first level from the top have one bit set to 
one and all others set to zero. The second level consists of all possible binary words 
with two bits set to one. Each node in the second level is connected to those two 
nodes in the first level that, when they are logically OR-ed together, will form the 
node in the second level. The third layer is constructed in the same way as the second 
layer, and this is continued until we reach the bottom node, the node consisting of 
only ones. 

All Boolean operations are performed by moving up or down in the lattice. A logical 
AND operator between two nodes takes us towards the empty top node to the nodes’ 
common predecessor, the first common node that can be reached from both nodes. A 
logical OR on the other hand will take us towards the full bottom node to the nodes’ 
common successor, the first common node that can be reached from both nodes. The 
algebra is symmetric, and a negation will be represented as a jump from the node we 
wish to negate to its opposite in the algebra. All Boolean operations can be seen as 
traversal of the algebra. Since the signatures are binary words and we use the 
Boolean operators AND and OR to find matches, it would be possible to store the 
data in a Boolean algebra. In the text we will refer to this Boolean algebra as a signa-
ture tree, ST.

000

001 010 100

110011

111

101

Figure 6.1: A Boolean algebra
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Each node in the tree will also hold a reference to a segment list. When data is 
inserted into the tree, a reference to the data segment will be stored in the segment 
list. This makes it possible to have several segments of the signal being represented 
by the same signature. Our analysis of the signature files generated in our experi-
ments shows that as long as there are empty signatures, they will in most cases be 
filled before the lists at any other node start to grow. Since each node in the ST repre-
sents a signature, and the total number of possible different signatures for a certain 
signature size is fixed, the index will eventually saturate. As signatures are entered 
into an empty index, the index will grow very quickly, but as the index starts to satu-
rate, the growth will slow down until the index is saturated. At that point all possible 
signatures are already in the ST, so we do not have to create more nodes as we con-
tinue to add signatures to the index. The new data pointers will just be appended to 
the previously created nodes, so the index will grow linearly.

6.3 The Size of the ST
In this section we will examine the size of the ST structure. First we will take a look 
at the theoretical size of the structure, and then we will compare these results with our 
experimental implementation of the structure.

6.3.1 The Theoretical Size of the ST
To find out how large this structure can become we will calculate the size of a fully 
populated ST search tree. The number of nodes at each level can be calculated as 

 where x is the number of bits in the signatures and y is the level. The top node 

is at level 0. To index a signature file we need  levels where  is the fill 

grade and  is the number of bits in the signature. Each signature will only hold 

 bits, but since we OR signatures together, the tree needs to hold  

levels. The total number of nodes in the ST will therefore be described by Equation 
6.2.

(6.2)

For each level the number of children of each node will decrease by one, the top node 
having a maximum  children, and the number of parents of each node will 

x
y 
 
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increase by 1 for each level (the top node has 0 parents). Therefore each node, regard-
less of level, will have to store pointers to  relatives. If we know the size of a 
pointer, , and then add a number of bytes of extra information that has to be stored 
in each node, , we can now calculate the total maximum size of the ST using Equa-
tion 6.3.

(6.3)

Table 6.1 shows the number of nodes a full ST requires using four different signature 
sizes. We can clearly see in this table that the ST grows very rapidly as the signature 
size increases, so if the ST should be a possible index structure, the signatures have to 
be small. To calculate the values in Table 6.1 on page 88 we have used Equation 6.2 
and assumed that . 

Using Equation 6.3, it is also possible to calculate the actual size of the ST. If we 
assume that  is 30%,  is four bytes and we need to store 5 extra bytes in each 
node ( ) we can calculate the size of a full ST with different signature sizes. 
Table 6.2 shows the ST sizes for 12-, 16-, 20- and 61-bit signatures. We can clearly 
see that to use the ST we have to use small signatures. Even for a signature size of 61 
bits the ST will be enormous. 

6.4 Building the Signature Tree
When a new signature is to be added to the ST, we start by positioning our marker at 
the top node. The position of the first 1 from the left will determine which of the top 
node’s children we should move the pointer to, i.e. if the first 1 is in position 5, the 

Table 6.1: Number of nodes in the ST using different signature sizes

Signature Size 12 16 20 61

Total number of Nodes:

Table 6.2: ST sizes for different signature sizes

Signature Size 12 16 20 61

Total Size 
(in bytes):

Nsb
p

ib

MaxSize Nsb
y 

  Nsb p ib+⋅( )⋅

y 0=
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pointer to the segment will be placed somewhere under node 5. We move our marker 
to the fifth child from the left of the top node. Then we continue by examining in 
which position the second 1 is. This determines in which child of the current node we 
should place the new node. When there are no more bits set to 1 in the signature, we 
store a pointer to the signal segment in that node. We then have to backtrack through 
the tree and insert all parent nodes that the inserted node is dependent on. As we go 
back up through the structure additional nodes will be inserted until we are back at 
the top node.

In Figure 6.4 the two first levels of a 4-bit signature ST are shown after a segment 
with the signature “0110” has been inserted. The pointer to the segment has been 
stored in the node labelled “0110”. All black nodes and arcs have been created by the 
action, and the gray ones have not been created yet, and are just shown for illustra-
tion. The arcs represented with solid arrows show the path we follow when we go 
down into the ST, and the dotted arrows show the path followed when we backtrack 
after the insertion. Note that the signature is not stored anywhere, but is given by the 
position of a node in the ST. In the figure each node has a number of pointers, some 
to the left and some to the right of a vertical bar. The pointers to the right of the bar 
are the nodes we can access while scanning a signature and moving down into the ST. 
The ones to the left of the bar are pointers that can be followed after we have reached 
a node as a result of a search with an non-full signature (a signature that contains 
fewer than  1’s) or pointers accessed while backtracking the ST after an insertion. 
Note that the pointers on each side of the bar are sorted so that the ones with bits set 
in lower positions (positions to the left) are stored to the left of the other pointers. 
This allows us to find the correct pointer immediately, without having to scan the 
nodes.

As can be seen, the tree will grow very fast as long as there is very little data stored in 
it, but as the amount of data increases, the probability increases that nodes and arcs 
that have to be created already exist, and the rate of growth decreases. This continues 

0000

1000 0100 0010 0001

1100 1010 1001 0110 0101 0011

Figure 6.4: A signature tree after the signature “0110” has been inserted
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until the ST is fully populated. When the ST is full the only information we need to 
add to the ST is a new reference to the new segment at the indicated node. Therefore 
the index will grow linearly after the ST is full.

Note that the insertion algorithm is not complete. In future work we intend to investi-
gate how to populate the ST with as few nodes as possible, without sacrificing any 
functionality.

6.5 Searching the Signature Tree
At this stage in our work we are only considering simple searches, i.e. the maximum 
query size is one signature. The search time is logarithmically proportional to the size 
of the signature, and since the size of the signature is fixed in the index, the search 
time will be constant. When the index is saturated, each leaf node will contain a list 
of pointers to signature blocks, but since each signature block in the list has the same 
signature, the list does not have to be searched, the entire list is simply returned as a 
result of the search. The index search time will still be constant. We have scanned a 
signature file containing over 2,000 signatures, and no signature occurred more than 
twice, i.e. no leaf node list would contain more than two elements. The average leaf 
node list in our preliminary test would be very close to 1.

To search the ST, the query signature would have to be scanned, from right to left, 
and each time a bit that is set to one is encountered we simply move the current node 
pointer to the child node corresponding to the position in which the set bit was found. 
Once all bits in the query signature have been scanned, the result of the search will be 
all nodes stored below the node pointed to by the current node.

To search for simple queries (queries that only consist of one signature) it would be 
possible to perform very fast searches, see Figure 6.5. A simple search through a 
fully populated ST would need approximately as many steps as a full signature has 
bits set to 1. The cost of a real search will be higher, since when we have scanned the 
entire signature, we will have to move through the ST to find data that might span 
two signatures. We have not examined this algorithm yet.

If we assume a signature size of 61 bits and a fill grade of 30%, then we would have 
at most 19 bits in a full signature, so a simple search can at most be performed in 
approximately 19 steps. If we make the (somewhat crude) assumption that each step 
results in a disk access, we can calculate the approximate cost of searching such an 
ST, see Equation 6.6. 
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(6.6)

When a signal is indexed it will result in a large number of full signatures, and at 
most, one signature that is not full. For practical reasons we can therefore say that all 
segment pointers will be stored at the same distance from the top node. So a simple 
search will always have the same cost, regardless of the amount of data stored in the 
ST. Note that we have to add the cost of actually fetching the data, see the discussion 
in Section 5.5.1, “Cost of Scanning the Data,” on page 71.

How many signatures will a full (all leaf nodes present) ST hold? Since the size of 
each level in the ST is given by the binomial distribution, at the 19th level, where all 

leaves will be stored, the tree will have  nodes = nodes. Note that 

this is the number of signatures. The size of the corresponding data file would be 
larger (see Equation 5.11,  on page 68 and Equation 5.12,  on page 68. As we calcu-
late in Section 7.5, “Test System,” on page 100, this corresponds to a data file with 

approximately  elements). Searching  nodes stored in a signature file 

Figure 6.5: ST search algorithm

STNode searchST(ST st, Signature Query){
boolean aborted = false;
STNode currentNode = st.getRoot;
if( currentNode.NumberOfChildren == 0 ){
aborted = true;

}
for(int i=0; i<Query.NumberOfBits && !aborted; i++){
if( Query.getBitValue(i) == 1 ){
currentNode = currentNode.getChild(i);
if( currentNode == NoNode || 

currentNode.NumberOfChildren == 0 ){
aborted = true;

}
}

}
if( aborted ){
return NoNode;

} else {
return currentNode;

}
}

C 19 103 2 104⋅≈⋅=

61
19 
  2 97 1015⋅,

1016 2 97 1015⋅,
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will take on the order of  disk accesses. If we assume a page size of 

8kb, we can see that it will take approximately  disk accesses or  years if 
each disk access takes ms, whereas the ST can be searched in approximately 

ms. But can the ST be searched with unfull signatures? Yes. If the search process 
does not take us all the way to a leaf, the result of the search is all children of the node 
in which the search terminated.

The search algorithm will have to be expanded since the algorithm described here can 
only do simple searches. The first thing we have to do is to expand the algorithm to 
allow us to find data between signatures. One way to do this is to store a pointer with 
each signature block pointer so that we can find the successor of this block in the ST. 
Then we can check the combined signatures for a hit by making sure that the query 
signature is a parent to the combined node. Another way to implement this might be 
to store the combined signatures in the ST. The next extension we have to make is to 
expand the algorithm so that queries of any length can be stated to the ST. All these 
expansions will, of course, make the algorithm more complicated and slower.

6.6 Test Results
We have tested a small ST based on 20-bit signatures with a data file consisting of 

 elements, and for simple searches the search time equals the depth of the 
structure, as predicted. Unfortunately, our tests also confirm that this structure is very 
large.

6.6.1 The Signature Tree Size
In this section we will take a closer look at the measurements we have obtained from 
our ST implementation.

As we can see in Figure 6.7, the ST will grow logarithmically. We can also see that 
the size ratio between the original data file and the ST index is very bad. If we 
assume that each signature encodes 4 windows, that corresponds to approximately 4 
characters in the data file. So a file with 2,000 signatures corresponds to approxi-
mately 80,000 values. If each value is a 4-byte value, then the original data file would 
consist of 32,000 bytes. We can see from Figure 6.7 on page 93 that the ST will con-
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tain almost 35,000 nodes. Since each node is approximately 30 bytes, the ST will be 
almost 1,050,000 bytes, i.e. more than 30 times larger than the original data file.

Figure 6.7 shows how the ST grows when data is inserted into the structure. The ver-
tical axis shows how many nodes the ST contains, and the horizontal axis shows how 
many signatures have been indexed. The distribution of nodes in the ST can be seen 
in Table 6.3. The values are obtained from tests done with our ST implementation.

Table 6.3: Size of different levels of the ST

Number of 
Signatures

Level 
1

Level 
2

Level 
3

Level 
4

Level 
5

Level 
6

Level 
7

Max. 20 190 1140 4845

100 20 190 1076 2521 1992 702 101

200 20 190 1138 3710 3665 1372 200

300 20 190 1140 4323 5190 2051 300

400 20 190 1140 4594 6503 2714 400

500 20 190 1140 4723 7626 3347 499

1000 20 190 1140 4843 11507 6420 997

1500 20 190 1140 4845 13474 9210 1486

2000 20 190 1140 4845 14489 11794 1981
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Figure 6.7: Size of the ST
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6.7 Conclusions
A major problem with the signature file is that it has to be scanned sequentially. With 
the ST this is no longer necessary, and it will be possible to search the signature file 
efficiently in constant time. The search time for a window is constant relative to the 
signature size, so that for an implementation, the search time is expected to be con-
stant. 

The problem with the ST is the size. The ST grows very fast when data is inserted, so 
the ST will not be a good solution because of the massive overhead. 

It might be possible to make a smarter implementation of the ST that solves some of 
the problems we have encountered, especially with more complex queries. But if the 
results obtained with the ST are compared to the results obtained using a B-tree index 
structure, see Section 7, “The B-Tree Structure,” on page 95, we feel that unless we 
come up with a drastically new approach the ST can not compete with the B-tree 
structure, neither cost-wise nor size-wise. Our conclusion is that further work on this 
structure is not meaningful.

Another problem not discussed here is the problem of actually storing and retrieving 
data from the disk. We have assumed that the sequence is stored as a sequential array 
on the disk, but for very large sequences this might be a very bad solution. One solu-
tion suggested in [LIN99] is to use a B-Tree to create a dynamic array on the disk so 
that actually fetching the data, once it is located through the index structure, does not 
become as expensive, or even more expensive than searching the index structure in 
the first place.
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The B-Tree Structure

This chapter will describe how we have used the B-tree structure for 
indexing shapes of time series.

We will start by giving a short introduction to the index structure and then a theoreti-
cal description of the performance of the B-tree. We will then describe how we have 
used it to index time series, and finally we will present the results obtained when we 
used the B-tree to index time series. A short introduction to the B-tree can also be 
found in Section D.5.2, “B-Trees,” on page 198.

7.1 Inverted Files
Inverted files are a way of indexing large files. As with several other indexes, the idea 
is to reduce the number of records that have to be fetched from disc [FOX92]. For a 
description of inverted files see Appendix D.6, “Inverted Files,” on page 200.

7.2 Adapting Inverted Files for Time Series
Our system uses the following procedure to index the time series. First we use our 
chosen feature extraction, see Section 3.1, “Feature Extraction Using Time-Deriva-
tive,” on page 25 or Section 3.2, “Feature Extraction Using Curvature,” on page 29, 
to encode the time series into a text sequence. We then slide a window along the 
sequence. The first few characters of the window contents are used as a key value for 
the sequence – since we use very small window sizes the entire window contents 
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have been used – and then a pointer back to the sequence is inserted into the inverted 
file.

Note that the sliding window is only moved one step each time.

When the system is used to retrieve a sequence, the following algorithm is used:

1 Retrieve all sequence segments that match the first segment of the query. Move 
these segments to a result list.

 2 Go through the result list and match each subsequent segment of the query to the 
segments found in step 1. 

The assumption made here is that the result list retrieved in step 1 is sufficiently 
cheaper to scan linearly than it would be to make several inverted file searches.

The pseudocode for the algorithm can be found in Figure 7.2.

Figure 7.1: System using an inverted file index

...abcdefghijklmnopqrst...

fghijk
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7.3 Introduction
The B-tree was first proposed in [BAYER72]. A B-tree is an index developed to be 
very efficient when used on data stored on secondary storage. Its usefulness is based 

Figure 7.2: B-tree intersection search algorithm

ResultList searchBtree(BTreeNode root, String Query){
ResultList resultPointers = EmptyResultList;
boolean queryProcessed = false;
boolean firstTime = true;
boolean queryNotFound = false;
int startPos = 0;
while( !queryProcessed && !queryNotFound ){
String subQuery = Query.substring(startPos, KEYLENGTH);
if( subQuery.size < KEYLENGTH ){
queryProcessed = true;

} else {
ResultList subResult = root.BTFind( subQuery );
if( firstTime ) {
resultPointers = subResult;
firstTime = false;

} else {
for(int i=0; i<resultPointers.size; i++){
int modPos = (resultPointers[i].blockPos)+startPos;
if(!subResult.ListFind( modPos )){
resultPointers[i].delete;

}
}

}
if( resultPointers == EmptyResultList ){
queryNotFound = true;

}
startPos = StartPos+1;

}
}
if( queryProcessed ){
return resultPointers;

} else {
return EmptyResultList;

}
}
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on the assumption that it is much more costly to fetch a page from secondary storage 
than it is to search in main memory. 

Each node corresponds to a page on the secondary storage and contains between  
and  items and  to  pointers to other nodes (see Figure D.10 on 
page 199). The <value, pointer> pairs in each node are ordered so that (from left to 
right) all values in the sub-tree pointed to by the leftmost pair are smaller than the 
value in that pair. All nodes in the sub-tree pointed to by the next pointer contain val-
ues between the value in this pair and the value stored in the next pair to the right and 
so on. In the sub-tree pointed to by the left-most pointer, a pointer not associated with 
any value, all values are greater than the value in the rightmost <value, pointer> pair. 
During inserts and deletions, nodes that have reached their maximum capacity are 
split. Splits can propagate up through the tree. There exists a variation of the B-tree, 
the AP-tree (append only B-tree), where inserts are done only at the end and therefore 
all nodes can be completely filled and no splits occur. For uniformly distributed data, 
extendible and linear hashing [FAGIN79, LITW80] will outperform the B-tree on the 
average for exact match queries, insertions, and deletions. 

The biggest benefit of the B-tree is that it offers a very good pruning of the search, 
since for each step down, the B-tree discards a great number of elements in the 
indexed file.

7.4 Performance
This section will give a theoretical description of the B-tree performance for the basic 
operations: search, insert, and delete. The analysis of the B-tree performance are 
from [KNUT98].

7.4.1 Searching
An upper bound of the time it takes to search the B-tree can be said to be directly pro-
portional to the number of disk pages that we have to fetch in order to find the ele-
ment we are looking for.

Suppose that the B-tree is of order , that there are  keys and that the  leaves 
appear on level . Then the number of nodes on levels 1, 2, 3, ... is at least , 

, , ... ; hence we can construct Equation 7.3.

n
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(7.3)

Or if we reshuffle Equation 7.3:

(7.4)

Since we need to access at most  nodes during a search, Equation 7.4 guarantees that 
the running time will be quite small even for large values of  as long as  does not 
become too small.

7.4.2 Insertion
When a new key is inserted into the B-tree we will first have to search the tree for the 
key, and we might have to split as many as  nodes. The average number of nodes 
that needs to be split is much less, since the total number of splittings that occur while 
the entire tree is being constructed is just the total number of internal nodes in the fin-
ished tree minus . If there are  internal nodes, there are at least 

 keys; or if we move  to the left hand side of the equation, 

Equation 7.5.

(7.5)

From this we see that the average number of splits we have to make while inserting 
 keys into the tree will be given by Equation 7.6.

(7.6)

7.4.3 Deletion
Since time series are append-only, we will never remove data from the index, there-
fore we will not look into the problems of deleting data from the B-tree. Neither will 
we discuss the performance of deletions in a B-tree. For a full discussion on this topic 
the reader is referred to e.g. [KNUT98] that contains a detailed description of B-trees.
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7.5 Test System
We have used the method proposed in Section 7.2, “Adapting Inverted Files for Time 
Series,” on page 95 for adapting the B-tree structure for time series indexing.

We use the same data in this experiment as we did while we were discussing the ST 
(see Section 6 on page 85). Using Equation 5.11,  on page 68 and Equation 5.12,  on 
page 68, we can give the approximate size of the original data file. We set , 

,  and . This gives us an approximate size of  

elements. To simplify the calculations, we can assume we have approximately  
elements in the original data file. 

When the amount of data indexed becomes so great, it is not possible to use standard 
4-byte pointers, so in the following equations we will use both 4- and 8-byte pointers, 
depending on how large the original data file is. For a certain region of data file sizes 
it is also possible to use a 4-byte pointers for the data and 8-byte pointers for the B-
tree since the size of the B-tree grows faster than the size of the data file. Below is a 
discussion about the size of the B-tree, and for which data sizes we can use 4-byte 
pointers and when we have to use 8-byte pointers.

We can calculate the number of keys we can fit on each page of the secondary stor-
age. We calculate that for each key the element has to be stored together with two 
pointers. The number of keys per page is calculated with Equation 7.7. In Table 7.1 
on page 100 we can see the number of keys per page for four different page sizes. In 
the calculations we have, as mentioned above, assumed a pointer size, , of 8.

(7.7)

Table 7.1: Number of keys per secondary storage page for 4 different page sizes 
with a pointer size of 8 bytes

Key Length 4kb 8kb 16kb 32kb

4 204 409 819 1638

5 195 390 780 1560

6 186 372 744 1489

7 178 356 712 1424

Nws 16=

Nsb 61= Fg 0 3,= w 4= n 6 16×10≈

1016

p

Kp
PageSize

KeyLength 2 p⋅+
---------------------------------------------=
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Since the B-tree guarantees that no node will be less than half full, we can calculate a 
maximum B-tree size for a given data file size. If we assume that all nodes in the B-
tree will be half full, we can, using Equation 7.8, calculate the upper bound of the 
number of disk pages we need to index a given file. Using the same equation we can 
also calculate the lower bound of the B-tree size by assuming that all nodes are full.

(7.8)

In Equation 7.8,  is the number of disk pages needed to index the file,  is how 
full an average node in the B-tree is. The last simplification of the equation can be 
made since . By multiplying  with the page size, the size of the B-tree will 
be obtained, Equation 7.9. 

(7.9)

8 170 341 682 1365

9 163 327 655 1310

10 157 315 630 1260

Table 7.2: Number of keys per secondary storage page for 4 different page sizes 
with a pointer size of 4 bytes

Key Length 4kb 8kb 16kb 32kb

4 341 682 1365 2730

5 315 630 1260 2520

6 292 585 1170 2340

7 273 546 1092 2184

8 256 512 1024 2048

9 240 481 963 1927

10 227 455 910 1820

Table 7.1: Number of keys per secondary storage page for 4 different page sizes 
with a pointer size of 8 bytes

Key Length 4kb 8kb 16kb 32kb

PN
n ws– 1+

Kp Pu⋅
------------------------ n

Kp Pu⋅
-----------------≈=

PN Pu

n ws» PN

S n
Kp Pu⋅
----------------- Ps⋅≈
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From Equation 7.9, Equation 7.10 can be derived, and from this we can calculate at 
what data file size we have to move from 4-byte pointers to 8-byte pointers for the B-
tree representation. 

(7.10)

If we set , ,  and , Equation 7.10 tells 
us that the number of elements in the data file has to be less than . So, if the 
data file is smaller than  elements, we can use 4-byte pointers for both the 
data file and the B-tree. If the data file contains between  elements and 

 elements, we have to use 8-byte pointers for the B-tree, but we can still use 
4-byte pointers for the data. If we have more than  elements in the data file, 
we have to use 8-byte pointers for both the B-tree and the data file. Since the region 
where we can use mixed pointer sizes is small compared to the file size, we assume 
that both pointer sizes are the same.

In Figure 7.11, the upper and lower bounds of a B-tree have been plotted. Figure 7.12 
shows the maximum B-tree size for a given data size. The plot is a log-log-plot, so 
both axes shows logaritmic values.

n
S Kp Pu⋅ ⋅

Ps
------------------------≤

S 4 3 109⋅,= Pu 0 5,= Kp 1000= Ps 16 103⋅=
13 107⋅

13 107⋅

13 107⋅

43 108⋅

43 108⋅

Figure 7.11: Upper and lower bound of the B-tree size
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The average number of page accesses, , needed to search the B-tree can be calcu-
lated with Equation 7.13.  is  elements.

(7.13)

The cost of searching the B-tree is approximately equal to the number of pages that 
need to be retrieved from secondary storage. The cost should only be thought of as a 
very approximate time estimate, and we have to add the cost of retrieving the data to 
the cost of scanning the index, see Section 5.5, “Searching the Signature File,” on 
page 71.

Table 7.3: Cost of searching the B-tree with a pointer size of 8 bytes

Key Length 4kb 8kb 16kb 32kb

4 7 6 5 5

5 7 6 5 5

6 7 6 5 5

7 7 6 6 5

Figure 7.12: B-tree size relative to data file size, log-log-plot

Pa
n 1016

Pa
nln

Kp 0 63,⋅ln
----------------------------=
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In Table 7.3 we can see that larger page sizes are slightly better since they result in a 
cheaper B-tree search cost, but the differences are very small. However, if the key 
length is too small, we will have a large number of occurrences of each key that we 
have to scan if the query sequence is larger than the key, and this will increase the 
cost. A further analysis of this has to be made in the future.

For smaller sequences the B-tree will perform better not only because the data set is 
smaller, but also because each entry will be smaller. In most cases we can use 4-byte 
pointers instead of 8-byte pointers, and this will improve the B-tree performance 
slightly.

Using Equation 7.7,  on page 100, and Equation 7.13,  on page 103, we can calculate 
the cost of searching the B-tree index if the B-tree only contains  elements and if 
we use 4-byte pointers. In Table 7.4 we can see that the B-tree is very fast for this 
smaller sequence. We can also see, if we compare Table 7.3 and Table 7.4, that the B-
tree scales very nicely.

If we compare these results with the cost of searching the signature file, the cost of 
searching the signature file is higher. The cost of searching the signature file is, with 

8 7 6 6 5

9 7 6 6 5

10 8 6 6 5

Table 7.4: Cost of searching a smaller B-tree with a pointer size of 4 bytes

Key Length 4kb 8kb 16kb 32kb

4 3 3 2 2

5 3 3 2 2

6 3 3 2 2

7 3 3 2 2

8 3 3 2 2

9 3 3 2 2

10 3 3 2 2

Table 7.3: Cost of searching the B-tree with a pointer size of 8 bytes

Key Length 4kb 8kb 16kb 32kb

108
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this cost model, approximately , so the B-tree search is much faster. The cost of 
an ST search would be approximately  (see Equation 6.6,  on page 91), much 
faster than the signature file search, but approximately a factor  slower than the 
B-tree. Our tests show that the ST will be evenly populated; as long as there are 
unpopulated leaf nodes, they will fill up before the lists at other nodes start to grow. 
This could still make the ST more interesting than the B-tree since we will not have 
to scan any lists, but this is future work. We will also have to make a further analysis 
of the ST to see if we can find efficient algorithms for it.

It is important to point out that these are just preliminary figures, and they are only 
intended to provide the reader with some idea of what could be expected in future 
tests.

7.6 Search Algorithm
A simple way to search the B-tree is to take the first characters from the query so that 
we get a search key, and then use the B-tree to find all occurrences of that key. This 
search will result in a list of pointers to all occurrences of strings starting with these 
characters. This might be a bad solution if the query is longer than the key pattern, 
since then we will not take advantage of the extra information we have in the longer 
query. We might also end up with a very long list of occurrences that we have to scan, 
and since these can be evenly distributed in the file the cost of this search can become 
very high.

A better way of doing this is to take advantage of the longer query and do several 
searches in the B-tree. If we use the concept of a sliding window and several B-tree 
searches, we might get significantly better performance. The window length should 
be the same as the key length used in the B-tree, and we treat the contents of the win-
dow as our query pattern. We could also have used a partial key strategy like the one 
suggested in [BOHA01].

We run the first query on the B-tree and examine the resulting list of pointers. If the 
number of pointers is too great, i.e. the cost of accessing the actual data to find the 
places that match the entire query will be to great, we advance the window one posi-
tion and run it through the B-tree. Since we know that the second query has to be 
found adjacent to the first query, we can now create an intersection of the two result 
lists, and the resulting list will only contain those pointers from the first whose suc-
cessors could be found in the second list. This procedure will then be repeated until 
either we can not create any more queries from the original query pattern, or the 
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number of remaining pointers in the result list is cheaper to scan than another (aver-
age) search through the B-tree.

The cost of an average search can be calculated with Equation 7.13,  on page 103.

Using this search algorithm will be more costly than the simple B-tree search. How-
ever, since we do not have to fetch any data from the data file during the search, and 
the disjunction on the lists can be done directly with data found within the index, this 
method will be very fast.

7.7 Test Results
See Appendix D, “Indexing,” on page 189 for the test results.

7.8 Conclusions
We have shown that it is possible to achieve very good search performance for time 
series using B-trees. The size of the B-tree is larger than the original data and the sig-
nature file, but the search cost is far lower compared to the search cost we can 
achieve using either the original, non-indexed data, or signature files (see 
Section 5.5, “Searching the Signature File,” on page 71). We can also see that the B-
tree is much faster than the ST and, by far, much smaller than the ST (see Section 6.3, 
“The Size of the ST,” on page 87 and Section 6.5, “Searching the Signature Tree,” on 
page 90).

Initially we believed that the B-tree structure would be unsuitable for very large time 
series, mainly because we could not find any references to related work using B-trees 
in this way. But as we have shown here, even very large time series can be efficiently 
indexed using B-trees.

Another fact that makes the B-tree a very good choice for indexing time series is that 
it is a very well known index that is available both as modules for program develop-
ment, and as a component of virtually all database engines on the market today. This 
means that a solution using B-trees might easily be integrated into an existing data-
base system without the need for adding additional index structures. There have also 
been several years of research on B-trees and how to efficiently search and imple-
ment them. All this together makes a strong case for using B-trees to index time 
series.

As a final reflection on our work with the B-tree structure we would like to point out 
that since we have not modified the B-tree in any way, and since, in our current sys-
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tem, we only search for exact matches in the index, we would probably get even bet-
ter results if we used a linear hashing index instead. 
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Chapter 8

The PTrie Structure

In this chapter we will introduce a new index structure we have 
constructed, the paged trie, PTrie, structure.

We will start by introducing the problems we tried to address with this structure and 
the ideas underlying the structure. We will then describe how the structure is created 
and how the basic operations search, insert and delete are implemented. The chapter 
then concludes with a performance analysis and conclusions.

8.1 Introduction
In most indexes we have encountered, the time series are divided into smaller atomic 
entities and it is those entities that are stored in the index structure. When the index is 
scanned for a sequence that is larger than these atomic entities, the query has to be 
broken down into these entities and then each entity generates a search through the 
index. Each search generates a set of results. If any of the sets are empty we can 
immediately say that the sub-sequence we were looking for is not present. Otherwise 
we have to scan all the sets trying to combine them into a continuous result.

We have tried to find an index structure that would allow us to treat the time series as 
a continuous data set and would eliminate the last step of trying to combine a set of 
sub-query results into the result we queried for. This structure would also only 
require one search through the index.

Our solution is to combine Tries [FRED60] with a method of encoding the time 
series into a text sequence. The process of creating the text sequences is described in 
Section 3.1, “Feature Extraction Using Time-Derivative,” on page 25 and in 
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Section 3.2, “Feature Extraction Using Curvature,” on page 29. Feature extraction 
using curvature employs a concept of a sliding window we have used in previous 
work [ANDR97, ANDR99]. We have combined this with a page concept, to get an 
access structure specifically tailored for quick searches of sub-sequences in a larger 
time series or a collection of time series.

8.2 Idea
In our previous work [ANDR97, ANDR99] we have tried to simplify the problem of 
efficiently searching the time series into a more traditional text searching problem by 
transforming the time series into a text string. To transform the time series we use a 
pre-processor that calculates the curvature of the time series in each point, and maps 
it to a token from an alphabet. We use an alphabet with 24 tokens. 

In previous and related work [FALO94, AGRA95, LI96] the time series are, after 
pre-processing, broken up into small atomic units using a small window that slides 
along the time series. When the system is queried, the query is broken down into the 
same atomic entities. In the index each unit is queried, resulting in a group of occur-
rences. If any of the groups are empty we can immediately say that the entire query 
pattern can not be found. Otherwise we have to scan all the groups to see if we can 
find any results that contain one segment from each group, in the correct order, in 
which segments are adjacent to each other.

Our approach removes the last step in the process since we do not break up the time 
series, but treat it as a continuous set of data. 

We do this by combining the Trie structure with ideas from the B-tree, and at the 
same time we use the idea of a sliding window, now slightly modified, from our pre-
vious work.

First we introduce the sliding window. We create a sliding window with the same size 
as the entire time series string. As the window slides along the time series string, one 
position in each step, we decrement the window size by one each step. That way the 
last token in the window will always be the last token in the time series string.

Second, we introduce pages to a Trie. A Trie is a well known structure for storing 
words. If we treat the window contents as words and use a regular Trie to store them, 
we will get a very deep Trie since the maximum depth of a Trie equals the length of 
the longest word stored in it. In our case this will result in a Trie with the same height 
as we have tokens in the time series string. But if we introduce pages into the Trie 
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and do not expand a node until the page is full, we will avoid that problem. We call 
this extended Trie a Paged Trie (PTrie).

We create the structure as follows:

 • Each node contains a data page and an array of pointers to other nodes. 
 • The size of the array is the same as the number of symbols in the alphabet we use 

to encode the time series into a string. 
 • An entry into the data page is just a pointer into the time series string. The point-

ers in the array are arranged according to the alphabet used. 
 • When a page is full we scan all entries on the page, and by following the pointers 

back into the original time series string, we can find the next character from the 
“word” and use that to propagate the entry down into the children.

8.3 Inserting Data into the PTrie
In the following example we will assume that we have a small time series encoded as 
a string. In this example we have used a very small alphabet that consists of the four 
tokens ‘a’, ‘b’, ‘c’ and ‘d’. We also assume that the page size is just eight bytes. In 
our example, each node has to have four one-byte pointers, since the alphabet con-
tains 4 tokens. That leaves us with a data page size of four bytes.

When we create the empty PTrie it contains just a single node. The data page is 
empty, and all four pointers are blank, see Figure 8.1. If we want to index the string 
shown in Figure 8.2 we start by creating a window that contains all characters in the 
string. If we use the offset of each character in the string as a pointer, we only need to 
store the position of the first character in the window in the PTrie, since we know that 
the last character is the last character in the string.

We try to insert the first offset into the page, and since the data page is empty that is 
not a problem. We continue to slide the beginning of the window along the string, and 

Figure 8.1: The empty PTrie

“aabdacadad”

Figure 8.2: An example string
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for each position we only enter the offset of the window start position into the data 
page. Figure 8.3 shows the PTrie after the third element has been added. Note that it 
is only offsets, or pointers into the original data, that are entered into the PTrie. This 
process continues until we reach the fifth token of the string. When we try to insert it 
into the node, we discover that the data page is full. We have to split the node.

Now we scan all entries on the data page. The new pages we create will be placed on 
the first level of the PTrie (the root is at level 0). So now we follow each pointer back 
to the string and look at the first character of the substring. The first entry is 0 and the 
first character of that substring is ‘a’, so that substring should be moved to a new 
page linked to the first node pointer, since ‘a’ is the first symbol of the alphabet, in 
the root node. We create a new node, link it to the root node, and then store the offset 
pointer, 0, on the new data page (see Figure 8.4). The next entry in the root node will 
also be placed on the new page since the first character in that string is also ‘a’. The 
next entry will generate a new node, linked to the second node pointer in the root 
node, and finally the last entry on the page will generate a third new node linked to 
the fourth node pointer. Finally, we try to insert the string starting with the fifth token 
again, but since the top node is now split, and there are enough remaining tokens in 
the string, we directly follow the first pointer in the root node and insert 4 directly 
into the child node. In Figure 8.4 the PTrie is shown before and after the split is trig-
gered

Figure 8.5 shows what the PTrie looks like when the entire test string is indexed.

0
1
2

Figure 8.3: The PTrie with 3 elements

0
1
2
3

0
1

2 3

4

Before the split After the split

Figure 8.4: PTrie before and after the split
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If we now want to query the PTrie for all occurrences of “ad” in the string, we scan 
the query string and traverse the PTrie. We start in the root node, and since the query 
string starts with the token ‘a’, we move to the first child of the root node. The next 
token in the query string is ‘d’, so we move to the fourth child of the node. All point-
ers stored in this node and all pointers stored in nodes below this node are returned as 
the answer to our query. A search for “bd” would terminate in the second child node 
of the root instead, and all entries in that node would have to be scanned. In this case, 
the node only contains one element, so only one element would have to be checked.

The PTrie shown here can be used to index a collection of time series since each node 
contains a data page. If we intend to store only one sequence in the PTrie, all internal 
nodes only need to keep a data page that can store one pointer, since the only pointers 
that will not be stored in the leaf nodes are the pointers that point to the end of the 
sequence.

8.4 Performance
Since the PTrie is an unbalanced structure, the time for finding data will depend on 
what the data looks like. We have tested the PTrie on two different time series and 
with two different page sizes.

The time series we have tried indexing using a PTrie is an artificially generated time 
series consisting of 400,000 values, and a time series consisting of measured temper-

0 1 4

2 5

6
8

3
7
9

Figure 8.5: The PTrie when the entire string is indexed
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atures with approximately 47,000 values. The page sizes we have used are 4kb and 
8kb.

With a page size of 4kb, the average depth of the PTrie was 4.5 and the maximum 
depth was 7. With a page size of 8kb, the average depth was 3.2 and the maximum 
depth was 5.

The nature of the PTrie makes the structure unsuitable for storage on secondary mem-
ory. The reason for this is that most nodes in the structure will be very small. If the 
PTrie is used to index one large sequence, all data except the end of the sequence will 
be stored in the leaf nodes, leaving only an array of pointers in the internal nodes. 
Since the size of the array is limited to the size of the alphabet, it will be a waste of 
space to save each internal node in one disk page. We can save several nodes in each 
disk page, but the structure of the PTrie will still, in the worst case, require as many 
disk accesses as the maximum height of the PTrie.

For main memory searches the PTrie might still be a good alternative, since the nodes 
can easily be compressed, the structure can be efficiently traversed as long as the 
entire structure fits in main memory, and the structure offers nice search possibilities.

8.4.1 Insertion
One problem with the PTrie is the performance of insertion. As the structure is built, 
the data initially stored at a higher level in the PTrie will be pushed down further in 
the structure. Since only references to the data are stored in the PTrie, we have to 
access the original data once for every entry on the PTrie page.

A worst case scenario is a sequence consisting of only one character type. When the 
first page is full, the next insertion would trigger a sequence of splits that would not 
stop until the depth of the PTrie was approximately the length of the sequence.

8.4.2 Search
The structure is very simple and fast to search, and it is quite simple to use a certain 
fuzziness in the queries, e.g. “the third character in the query might be an ‘a’, a ‘b’ or 
a ‘c’”.

For each step we go down into the structure, we reduce the number of possible 
answers by a factor directly proportional to the size of the alphabet. But we will 
almost never reach a single value in a search, we will always have to scan one or 
more pages before the result can be returned.

There are two cases possible: the query sequence is longer than or equal to the depth 
of the PTrie, or the query sequence is shorter than the depth of the PTrie.



115

The PTrie Structure

In the first case, we traverse the PTrie until we reach a node that has not been split, 
and then we have to compare each entry on the page with the query sequence to see if 
any of them qualifies as a result to the query.

In the second case, the search will terminate at an internal node of the PTrie, and all 
entries on the current page and all pages below the current page contain valid results 
to the query.

A worst case search scenario would be to retrieve all sequences. If the PTrie was 
evenly populated (all branches of maximum length) the search time would be propor-
tional to the height of the PTrie multiplied by the number of characters in the alpha-
bet. 

The best case scenario would be a search that terminated in a leaf node with only one 
entry. Since the structure is not balanced, that could mean that we only have to access 
one node other than the root node.

This leads us to the conclusion that the search time will be somewhere between 1 and 
the size of the original data file, minus the number of elements on a page, see EQ 8.6.

(8.6)

In EQ 8.6,  is the cost,  is the number of elements in the data file and  is the 
maximum size of a page.

8.5 Conclusions
To our knowledge nobody has suggested this structure before. Even though we do not 
achieve the same performance using this structure as we could get using a BTree, the 
simplicity and the fact that we do not have to break up the time series and then try to 
stitch the result back together makes this approach very attractive.

Since the performance of this structure depends on the data, it is difficult to find a 
good general theoretical model of how it will behave. One big problem with this 
structure is that it is not possible to build it in such a way that it accesses disk blocks 
as efficiently as the B-tree. This makes the PTrie unsuitable for indexes on a second-
ary block based storage media like disks.

As we can see in the cost diagrams, see Appendix C, “PTrie Test Results,” on page 
185, the cost of searching the index is good, but since we have to access the original 
data file for a potentially large number of occurrences, our conclusion has to be that 
this index structure is not very well suited for disk-based storage. 

1 C n Ps–≤ ≤

C n Ps
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In a main memory application where the cost of accessing the original data is not so 
great, this index might still offer very good performance, especially since it is very 
easy to implement “fuzziness” into the search while traversing the PTrie.
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Comparison Between Tested
Methods

The chapter begins with a comparison between inverted files and 
signature files while indexing text files. We will then continue with a 
comparison of the different methods we have presented in this thesis.

9.1 Introduction
Much of the discussion in this section is from [ZOBE98]. The comparison in this 
paper is very thorough and we only present a small part of their comparison that we 
find relevant for our work. In their paper they e.g. examine several different query 
types, but since we have only examined one type of queries in our system, the dis-
junctive queries, we only mention these here. For the full comparison the reader is 
referred to the referenced paper.

For textual data the reported index sizes are from 5% to 10% of the indexed data 
[BELL93]. These figures include storage of in-document frequencies used for 
processing ranked queries and indexing of all terms, including stop-words and num-
bers. They do not allow for the space wastage that a B+-tree implementation would 
imply.

With a dynamic collection the upper limit of the index size is probably closer to 15% 
of the indexed data size. Dynamic indexes are, however, subject to the same prob-
lems as dynamic inverted file indexes, and slices must be over-allocated to allow for 
growth. Unless slices are stored as linked lists of blocks on disk there is extensive 
copying of the index, thus a 30% to 40% average space overhead must be accepted, 
taking the index size to around 30% to 55% of the text.

According to [ZOBE98] inverted files have often been judged based on two papers 
[HASK81] and [CARD75]. 



118

Introduction

[ZOBE98] state that these papers no longer reflect the capabilities of inverted files 
and therefore no longer should be used as a basis of comparison, instead they have 
found that for text indexing inverted files are superior to signature files in almost 
every aspect, including speed, space and functionality.

According to [ZOBE98] the following widely-held beliefs are either fallacious, or 
incorrect once compression of index entries are taken into account:

 • The assumption that sorting of inverted lists during query evaluation is an unac-
ceptable cost (illusory, since the inverted lists should always be kept sorted).

 • The assumption that a random disk access will be required for each record identi-
fier for each term, as if inverted lists were stored as a linked list on disk (they 
should be stored contiguously or at least in a linked list of blocks).

 • The assumption that if the vocabulary is stored on disk, log N accesses are 
required to fetch an inverted list where N is variously the number of documents in 
the collection or the number of distinct terms in the collection (only true if none 
of the nodes in the tree storing the vocabulary can be buffered in memory).

 • The assertion that inverted files are more expensive to create than signature files 
(previous work in [MOFF92] and [MOFF95] has shown this to be fallacious).

 • The assertion that inverted files are large, an oft-repeated claim being that they 
occupy between 50 and 300% of the space of the text they index [HASK81] (with 
current techniques inverted files are stored in around 10% of the space of the text 
they index [WITT94]).

Inverted file index has two main parts, the vocabulary, containing all distinct values 
being indexed, and for each distinct value, the inverted list storing the identifiers or 
the records containing the value.

Assume that we have a system that uses a B+-tree for storing the vocabulary, and that 
the leaves in the B+-tree contain pointers to inverted lists. If the vocabulary contains 
1,000,000 distinct 12-byte terms and the disk uses 8-kb blocks and all pointers are 4 
bytes we could fit all internal B+-tree nodes in at most 64 kb. This is so little memory 
that all internal nodes can be assumed to fit in main memory. Then we would only 
need one disk access to retrieve the correct vocabulary entry, and then a second disk 
access to fetch the correct inverted list.

The reason that signature file systems fail to outperform inverted file systems is also 
that the result returned from the index search has to be checked for false matches or 
false drops, whereas in the case of inverted files, the result returned from the index 
search is the finished result.

Another reason inverted files can outperform signature files is that today’s systems 
have more memory. And as [ZOBE98] states, it would be rare for a machine handling 
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a 1 Gb database to be unable to hold 10 Mb in its memory, and in most cases less than 
1 Mb is necessary to keep most of the search structures in memory so that one or two 
disk accesses are necessary to fetch a result.

9.2 Indexing Structures
In this section we compare the four different structures we have examined in this the-
sis. Two of the structures are well-known existing indexing structures that we have 
adapted for use with time series, the signature files and the B-trees, and two of them 
are structures we have developed during our work, the signature tree and the PTrie.

Note that these results are also valid for a main memory system due to modern com-
puter hardware architecture. A modern computer has a small amount of very fast 
memory, currently between 128Kb and 256Kb, and then a larger amount of slower 
memory. The speed difference between the two different memory types is not as big 
as the speed difference between main memory and secondary storage, but can still be 
significant [RONS98].

9.2.1 Signature Files
We have looked at signature files and shown that it is possible to use them for shape 
queries on time series and to obtain a very low false drop rate, so low that it is not 
necessary to scan the results to retrieve the true results. Text ratio between text signa-
ture files and the original text data files is usually very low, under 10%; when we use 
signature files to index time series it is not possible to achieve such a low size ratio. 
Our tests indicate that the size ratio is around 50% (uncompressed signature files). 
Furthermore, the signature files have to be scanned sequentially, so the only speed 
advantage we get compared to the actual time series comes from the fact that the sig-
nature file is smaller and therefore can be scanned using fewer disk accesses, i.e. the 
signature file can be searched twice as fast as the original data if we only take the 
time it takes to scan the index structure into account. A big drawback with signature 
files is that they scale in linear time and this makes them unsuitable for very large 
time sequences. For smaller time sequences where the extra overhead and complexity 
of e.g. a B-tree cannot be justified, the signature files offer a good, simple solution 
that will always offer better performance than a straightforward scan of the original 
data.
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9.2.2 The Signature Tree
To make the signature search time scale better, we tried to construct a tree-like struc-
ture that would allow us to search the signature file faster. We came up with the sig-
nature tree, ST. It stores the contents of the signature file in a lattice and makes the 
search time of the signature file dependent on the size of the signatures instead of the 
size of the data set. The ST allows us to perform very efficient searches of the signa-
ture file. However, the ST introduces enormous overhead, and even for very large 
data sets the B-tree performs significantly better. This has made us abandon the ST, 
as we do not think the ST is a viable solution. 

9.2.3 The PTrie
Another structure we have investigated is the Paged Trie, PTrie. To our knowledge 
this structure has not been investigated before. The PTrie offers very simple and pow-
erful searching capabilities. For very large time series, where the index is stored on 
disk, it suffers from the problem that it is difficult to construct the PTrie in such a way 
that we minimize the number of necessary disk accesses. For main memory applica-
tions the PTrie might be an interesting index structure, but when the time series 
become so large that the index structures have to be stored on disk, this index 
becomes unsuitable.

9.2.4 The B-Tree
Finally, we investigated the B-tree structure. The B-tree structure is well-researched 
and is known to offer exceptionally good performance for text files. We have 
described a method that allows us to use a B-tree to index time series. The B-tree 
scales very nicely, both from a search cost and from a size perspective, and offers 
superior search performance even for very large time series compared to the other 
methods we have examined.

9.2.5 Conclusion
The least cost-effective way of searching the data is, of course, to use no index struc-
ture at all. We can then use an efficient search strategy instead of an index structure 
like the Boyer-Moore algorithm [BOYE77]. Note that even if the data fit in main 
memory we still benefit from a paged-based index structure. 

We can, however, improve the search speed dramatically by using an index structure. 
If the amount of data is small and we do not wish to introduce the added complexity 
of a more advanced index structure we suggest that a signature file be used. It is pos-
sible to construct a signature file system that produces very few false drops, the over-
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head is very small, and it will always be faster to search than the original data due to 
the fact that it is smaller than the original data file. 

Since the search time for signature files, as for normal sequential scanning, grows lin-
early with the size of the indexed data set and the search time for tree structures 
grows logarithmically with the size of the indexed data there will always be a break-
even point with regard to the data size. Once that data set size is passed, tree struc-
tures will always be faster to search.

For smaller data sets the simpler methods might still be advantageous to use since 
they are often less complex to implement.

When the time to scan the signature file becomes larger than the time to fetch two 
pages from secondary storage it will be faster to use a B-tree instead of a signature 
file. How large a signature file is that? That depends on the block size but we always 
need to search for the first block, then if the signature file is stored continuously we 
will be able to read about two more blocks in the same time it takes to load the appro-
priate block.

The break-even point between signature file performance and the B-tree is therefore 
about 3 disk blocks. To calculate the break even size expressed in number of values 
in the original time series we use Equation 5.13,  on page 69. Table 9.1 shows break-
even size of the time series between a 512 bit signature file and B-trees for different 
page sizes.

If our system uses 32kb pages a time series consisting of more than 65101 elements 
will always be faster to search using a B-tree than a signature file.

If we use compressed signature files the break-even point will increase, but since the 
signature file search time grows linearly with the dataset and the B-tree search time 
grows logarithmically, at some point the B-tree will always become superior to the 
signature file.

It is somewhat interesting to see that B-trees are more efficient for such small 
amounts of data.

For larger time series our work shows that the B-tree is far superior to the signature 
files. Using the techniques we have presented in this thesis it would probably be pos-

Table 9.1: Signature file and B-tree break-even size

4kb 8kb 16kb 32kb

Number of values 8138 16275 32551 65101
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sible to use other inverted file indices as well, but that has been outside the scope of 
this work to examine. We have also shown that B-trees continue to be a good index 
for time series even for very large time series.
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Chapter 10

Applicability on a Control
Problem

In this chapter we describe the preliminary investigation of a problem that 
could benefit from our work. The problem comes from the automation and 

control area.

We will give a short introduction to the problem, and then describe how the system 
might benefit from a database with a time series index. Finally we will present the 
problems we have identified from a database technology/data indexing point of view.

10.1 Introduction
During the course of our work with time series indexes, we have had discussions with 
the members of the Automation and Control group at Linköping University. Using a 
method called gain scheduling [GLAD91], a control engineer can model a non-linear 
control process using linear control techniques. This is done by dividing the non-lin-
ear control area into several small linear regions. The process shown in Figure 10.2 is 
an example of a non-linear process, since the output is not a linear function of the 
input. We can also see that if we divide the output into three different areas, each area 
can be described as a linear function of the input, and the value of the input can be 
used to determine which of the three functions we should use to calculate the output 
value.

This same technique is used to control a non-linear process. The control area is 
divided into smaller segments, and each segment can be described as a linear combi-

nation of the input signals, see Equation 10.1. In Equation 10.1  is output signal 

number ,  is input signal number , and , and  are constants.

Yj

j Ui i Kij Cij
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(10.1)

The control model for each linear region is stored by the system, and by monitoring 
the input signals to the control process, it is possible to determine which control 
model to use.

The number of control regions is usually small, since it can be difficult to show that 
the resulting system is stable, but if this problem can be solved it is not impossible to 
imagine that the number of models that need to be stored could be large. A simple 
solution would be to store them in a database for easy retrieval. Whenever the control 
system needs to change control models it performs a search in the database and 
retrieves the proper control model.

A database solves this problem since it can easily store and manage a large number of 
models. A database system offers an efficient way of storing large amounts of data 
together with facilities to keep the data secure from unauthorized access and safe 
from system failures.

Unfortunately, it has not been possible to find the correct model based on the current 
input time series, since modern databases have been lacking in their ability to retrieve 
data based on time series1. A solution to the problem would be a database system 
equipped with time series indexing schemes, and capable of storing a large number of 
control models. When the control algorithm determines that the current control 

1. Since then database systems with the capability to perform searches on time series have been 
released from, among others, Informix and Oracle. An evaluation of these is outside of the 
scope of this work. Future work will include an evaluation of existing time series support in 
database systems.

Yj Kij Ui Cij+⋅

i 1=

n

∑=

Input

Output

Figure 10.2: A non-linear process
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model is inappropriate, it can query the database using the input time series and then 
get a new control model from the database.

We identified two different approaches to performing an application study. Either we 
could identify an existing system that uses sub-sequence searching, or we could try to 
identify a new problem area and determine if it might benefit from our indexing 
methods. Using the first approach, the identified system could then be benchmarked 
and evaluated. Then the existing indexing method could be replaced by our methods 
and a new benchmark and evaluation of the system could be performed. The two ver-
sions could then be compared to each other, and we could see if the system using the 
indexing method had any benefits. Unfortunately, there is no existing system that 
works with the same kind of time series as we are aiming to support, i.e. very large 
time series, see Section 2.3, “Test Data,” on page 18.

The second approach, as mentioned above, is to analyze a new problem that will ben-
efit from our indexing methods, and see how it, from a database technology point of 
view, could be solved. Within the framework of our work with the Department of 
Automation and Control, we found a problem that included parts that could be solved 
using this approach, and in the subsequent sections we will describe the problem and 
then how the techniques we have presented in this thesis could be used to, with cer-
tain modifications, solve the indexing part of the problem.

10.2 Problem Description
When controlling large industrial processes, a large number of input signals are col-
lected and used as feedback to the control algorithm. A typical control algorithm 
takes  input signals and outputs  control signals, where , see Figure 10.3. 
The output of the control algorithm is a function of the current, and historical, input. 
Input data is not explicitly stored for future use, and it is discarded when it is no 
longer needed. Equation 10.4 shows how each output signal is calculated.

n k n k>

U0 Un– Control System Y0 Yk–

Figure 10.3: Control system
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(10.4)

In Equation 10.4  iterates over all input signals, and  iterates over all stored histor-

ical values where  is the current value and  is the value that was cur-

rent  time steps ago.  is output signal number ,  is input signal number  

that is  steps distant in time, and  and  are constants.

In some applications there is a need to save the input and output of the system. This 
need is not necessarily of a technical nature. It can be saved for security reasons, so 
that it is possible to go back in history and see if the system has been tampered with, 
or so that unexpected situations can be analyzed and the control model modified. It 
can also be stored so that engineers can perform data mining on the data. This is done 
in order to find new knowledge about the system from the behaviour of the signals, 
commonly known as system identification. For the problem of creating a gain sched-
ule system that allows all control regions for all output signals to be broken up into 
large numbers of linear areas, we have a need to store a number of values, i.e.  and 

 values in Equation 10.4, each associated with a certain sequence of input values.

In discussing the gain schedule problem we identified three problem areas:

 • The problem of making a sufficiently good linear approximation of a non-linear 
problem.

 • The problem of verifying stability.
 • The problem of storing a large number of control models so that they can be 

found based on the values of the input signals.

A few years ago the cost of storage media would probably have been identified as a 
problem but that is not true any more. The cost of computer memory and secondary 
storage has been greatly reduced over the last decade.

10.2.1 Linear Approximation of a Non-Linear Problem
Control theory has traditionally focused on linear processes since they are easier to 
model, and today there exists a vast amount of knowledge on how a linear process 
can be controlled. Most of the real control processes are not truly linear, but for a sub-
set of these it is possible to create linear approximations of the process. Unfortunately 
this is not possible for all processes. It is possible, however, instead of approximating 
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the entire process with a linear process, to divide the control area into a large number 
of small control areas. This makes it possible to approximate each control area with a 
linear model. This allows us to use linear control theory on a larger subset of all pos-
sible processes [GLAD91].

10.2.2 Stability
It is important to note that as the number of small control areas increases, the problem 
of proving that the resulting, combined, control process is stable becomes increas-
ingly difficult. For that reason it is often not realistic to divide the control area into 
many smaller segments. No general solution to this problem exists yet.

10.2.3 Finding Data Based on Time Series
For large and complex processes the number of linear segments can theoretically 
become very large.This is where a database with the ability to index time series can 
be beneficial.

If the different control models were stored in a database with the ability to perform 
searches on time series, it would be possible to search the incoming signals and time 
series. Based on the result, a search could then be conducted for the correct control 
model that should be used.

10.2.4 Summary
The first two problems listed in Section 10.2.3 are control problems and will not be 
dealt with further in this thesis. The final problem can be solved by using a database 
system capable of indexing time series.

If we concentrate on the database problem we can identify the following sub-prob-
lems:

 • Finding the control model associated with a set of input time series.
 • Storing the control models in a suitable format.

We do not need to have any knowledge about the control model for solving the index-
ing problem, it can be treated as a BLOB, Binary Large OBject, that the system 
returns to the control application. Since the question of storing the models in a suita-
ble format falls outside the scope of our current work, we have concentrated on the 
first point. The second point is left for future work.
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10.3 Proposed Solution
If we consider what kind of searches we would like to be able to do in such an appli-
cation, we can see that they differ from traditional sub-sequence searching in an 
important way. In traditional sub-sequence searching we have one, or several, time 
series. Given a search pattern, we then wish to find all sub-sequences (or their posi-
tions) within these time series that match a single query time series. This is what we 
call a one-dimensional query. In this case, we have several time series as input, and 
based on what they all look like, we wish to find the proper control model. This is 
what we call a two-dimensional query.

There is one more important difference between our current system and the system 
we propose as a solution to this problem. In our current work we state a query to the 
system and retrieve pointers to sub-sequences within the indexed time series that 
match the query. In the system we propose for solving this problem we do not associ-
ate the positions of the sub-sequences with the sub-sequences, but possible control 
models instead. So when we state a query to the proposed system, we do not receive 
a set of pointers to occurrences within the indexed time series, but a set of pointers to 
possible control models.

We have considered two approaches to transform this two-dimensional query into a 
one-dimensional query. 

 • Treat each input time series as separate time series.
 • Create a modified indexing mechanism.

In the first case it would be necessary to perform several one-dimensional queries, 
each one resulting in a number of possible control models, and then perform an inter-
section of the results. E.g. if there are seven input time series to the process, we per-
form seven different queries on the seven different time series. Each query results in a 
number of possible control models, so to get the final result, the intersection between 
all queries has to be created. All time series might be indexed in the same index struc-
ture, but we would still have to search the index structure repeatedly.

The problem with this approach is that each query will result in several searches 
through the index structures. For one time series it will perform well, for two time 
series the performance will be reduced to half (each traversal through the index struc-
ture has a certain cost, see Section 2.1, “Measuring the Search Cost,” on page 16), 
and if two searches have to be made, the cost will double. For a general system with 

 time series, the cost of performing a search will be -times as high as for the one 
time series system.
n n
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The second approach is to modify the index structure so that these searches can be 
performed without having to traverse the index structures repeatedly. Instead of 
indexing each time series independently, we create an intersection of all time series 
for each time position. Figure 10.5 shows an example with four incoming time series. 
For each time position we create the intersection time series. 

Since we have four time series the intersection time series will have a length of four. 
The intersection, at time , is constructed by taking the value at time  of the first 
time series as the value in position one, the value at time  of the second time series 
as the second value, etc. 

The result is that each time position will result in a small time series, each with the 
same length as the number of input time series.

This new time series can not be treated as a regular time series, since now it is not 
interesting to find sequences that are positioned between these intersection time 
series. Each cross section can be used as input to the indexing algorithms we have 
described. Instead of using the method with a sliding window described in Section 5, 
“The Signature File,” on page 59, we use each cross-section as a window. 

With this change we believe that it would be possible to use our indexing methods to 
index this kind of data. However, these modifications open up several new areas that 
have to be investigated. The two most important questions we have considered are:
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Figure 10.5: A new feature extraction method
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 • The time fuzziness problem - is it possible to introduce a fuzziness in time?
 • The scaling problem - how do we handle the scaling of the different time series?

These two problems will be described in detail below in Section 10.3.1 on page 130 
and Section 10.3.2 on page 130.

10.3.1 The Time Fuzziness Problem
This problem is related to the fact that the time series might be slightly out of sync 
since, in most cases, they are generated by sampling an analog signal. Since we are 
“freezing” the signal at a certain time, we might not only introduce a certain fuzzi-
ness in the amplitude, but also along the time axis. This fact is not a real issue when 
we work with natural occurrences of time series. 

If we only work with one time series, the values might be shifted along the time axis 
in the time series but nothing more. The result might be that we find the pattern we 
are searching for at offset 356 instead of 355. 

When we have several time series this has the potential to become a problem, as one 
of the sequences might become slightly out of sync with the others. This might lead 
to a situation were we fail to detect a pattern even though it is present in the input 
time series. In Figure 10.6 we can see an example of this. In case one we are looking 
for the sequence “abagce” and we find it (marked with the box). In the second case 
the fourth time series from the top has been offset by one. The sequence we are look-
ing for is marked by the boxes. The normal intersection technique outlined above will 
not allow us to find the sequence in the second case. The preferred solution would be 
to have a more flexible matching algorithm that can match the query pattern to a two-
dimensional area instead. How this could be implemented remains to be investigated.

10.3.2 The Scaling Problem
The second issue we have considered is scaling of the different time series. When the 
feature extraction processes described in Section 3.1, “Feature Extraction Using 
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Time-Derivative,” on page 25 or Section 3.2, “Feature Extraction Using Curvature,” 
on page 29 are used on a single time series, it is possible to find a suitable scaling. 
For example, the threshold values for the time derivative can be modified, so that rel-
evant information is retrieved from the time series. 

If intersection time series are created and then subjected to one of the feature extrac-
tion processes (Section 3.1, “Feature Extraction Using Time-Derivative,” on page 25 
or Section 3.2, “Feature Extraction Using Curvature,” on page 29) it is very likely 
that some of the incoming time series will have to be scaled, since in a general appli-
cation we must assume that the different time series can have different data ranges. 
To exemplify this, assume that the domain of two of the time series is  and that 
the domain of the third is . Unless some kind of scaling is introduced, the 
system will always map the difference between the time series with the smaller 
domain, and the one with the larger domain as a very rapid change, no matter how the 
larger time series varies with time.

Figure 10.7 exemplifies this problem. To the left, three different time series can be 
seen, S1, S2 and S3. To the right, the first five intersection time series are shown. As 
can be clearly seen in this figure, the difference between the middle value (originat-
ing in time series S2) and the right value (originating from time series S3) will 
always be very large. Any behaviour in S3 will be lost when these intersection time 
series are translated into symbol strings.

0 10,[ ]

100 1000,[ ]
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Figure 10.7: Scaling problem
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We believe that one of our proposed indexing methods can offer a solution, giving the 
system the functionality it needs. We have not implemented these changes yet since 
we feel that it is important to get a firm understanding of the requirements before 
doing any modifications. The necessary examination has been outside the scope of 
our current project, and will be addressed in future work.

10.4 Conclusions
In many control applications we are not interested in querying for the history of each 
input signal. We might more often wish to make queries on a group of input signals 
(time series once they have been sampled). Stating individual queries on each input 
time series and then creating an intersection of all answers will result in a very high 
search cost if there are several input time series. A better solution would be to create 
a combined index structure for all time series, and then perform the searches on that 
instead. A possible solution we are considering is to create intersection time series 
from the incoming time series and use these smaller time series as input to our index-
ing methods. This approach introduces some additional problems that have to be 
addressed before the approach can be tested in a real application.

These issues will be examined in our future work with the Automation and Control 
group at Linköpings Universitet.
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Conclusions

In this chapter we conclude our work presented in this thesis.

In this thesis we have investigated the possibilities of using text indexing methods to 
index very large time series. We have investigated several methods for extracting 
information from the time series and then transforming the extracted data into a text 
string. Using this approach it is also possible to achieve a very simple and intuitive 
concept of similarity.

11.1 Feature Extraction
Several ways of extracting information from a sequence exist. The most simple tech-
niques extract the shape of the sequence by calculating the time derivative or curva-
ture in each point and use these values as a description of the sequence. More 
advanced features are feature extraction processes that use DFT, or other mathemati-
cal transform processes, to extract the most dominant features or to use polynomial 
approximations.

We have done a survey of the most popular methods in this thesis, but decided to use 
a simple feature extraction, using the time derivative or curvature, a process that 
allows us to easily map the time series to a text string. There is nothing in our 
approach that prohibits other feature extraction methods.
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11.2 Indexing Structures
We have examined four different methods for indexing time series. Our conclusion is 
that for small time series where we do not wish to introduce the added overhead of a 
more complex method, signature files might be a good index structure. For larger 
time series, and if the extra overhead does not deter us, B-trees offer much better per-
formance. Since the search time grows linearly with the size of the data set when we 
use signature files and it grows logarithmically when we use B-trees we will always 
reach a break-even point when B-trees will be much faster to search than signature 
files.

The other structures we have looked at have been shown to lack some of the proper-
ties we wish to have in a disk based system, e.g. minimizing the number of disk 
blocks that have to be loaded while performing an index search.

11.3 Summary
Our conclusion is that it is quite possible to use text indexing methods to index time 
series. For small time series where we want a small overhead, signature files might be 
a good index structure, but for larger time series the B-tree is the prime candidate. We 
have developed a technique that allows us to use B-trees to index time series.

For main memory applications where we want a very fast and flexible index structure 
that allows us to easily modify the questions, the PTrie might also be a very good 
solution.
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Future Work

Feature extraction is the part of our work that has the largest potential for 
growth. Our goal has been to see if it was possible to use text indexing 

methods to index large time series. We have found two feature extraction 
methods that allow us to create a sequence of symbols from a time series. 

We have focused on finding a fast scalable index structure for large time series. 
While pursuing this goal we have made certain trade-offs, e.g. search flexibility. One 
problem with our proposed solution is that the level of fuzziness is set when the index 
is created and it can not be controlled at query time. It would be desirable to find a 
feature extraction method or modification to the index structure that allowed the user 
to control the level of desired fuzziness at query time. Future work in this area should 
include a more thorough examination of how different extraction techniques can be 
used with our approach to see if this functionality can be supported.

It would also be interesting to examine what these features cost in search perform-
ance and size. One way of doing this would be to extend our survey to other time 
series indexing methods and evaluate them against our system.

We also plan to benchmark and test our approach to time series indexing against 
other approaches. We plan to compare our approach to the now-available implemen-
tations of time series support in modern commercial database systems such as Oracle, 
Informix, etc.

Another interesting issue to examine is whether the methods we have looked at in 
this thesis can be generalized and used for data sets with more than one dimension. 
For example, it would be interesting to see whether these methods would allow us to 
index two-dimensional data, e.g. images. An ongoing research effort at the Univer-
sity of Colorado, Colorado Springs, is to index fingerprints. One possible solution 
would be to transform the two-dimensional fingerprint image into a sequence of one-
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dimensional sequences and then index these sequences with an extended version of 
our process. However, even if image data is indexed as a sequence of one-dimen-
sional sequences, it will have other properties than regular time series, and because of 
that it will have to be treated differently.

Another issue that should be investigated is how the index should be integrated into 
an existing database system. A query language has to be proposed. An investigation 
of the type of query language suitable for time series queries has to be made. 
Together with the query language, further issues have to be resolved: how should the 
queries be optimized, and can it be incorporated into an existing query language like 
SQL. Can the query language be incorporated into an existing query language in such 
a way that it would be possible to state queries that contain both regular database 
queries expressed in SQL and queries over time series?

We also feel that an investigation of how these tools we have developed could be 
used to solve existing problems is a natural extension of our work. In cooperation 
with the control and automation department, we will investigate several problems. 
These investigations will determine whether our indexing mechanisms are useful for 
groups that need to search time series. The first limited investigation we have con-
ducted has shown us that we face additional problems when we try to use these tech-
niques in real applications. Within this cooperation we will also examine whether it is 
possible to use the same indexing techniques on things other than time series. One 
area we have discussed is whether it is possible to treat high-dimensional vectors as 
time series, and then use our techniques to quickly find stored vectors that are within 
a certain distance from a given query vector. This would allow the use of new control 
algorithms that benefit from the ability to perform searches on time series in applica-
tions where it has not been feasible before due to time constraints.

Since our goal has been to index very large time series, an area closely related to this 
is the matter of how very large time series should be stored on disk. An investigation 
should be performed on how very large, (terabyte sized) time series data should be 
stored.
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Appendix A

Signature File Precision
Diagrams

In this appendix we present the precision diagrams we have obtained from 
testing our signature file implementation.

This appendix presents the different signature file precision diagrams obtained from 
our experiments. Each diagram represents one test configuration; the signature size, 
the window size and the number of bits set by each window is constant and only the 
query length varies.

Figure A.1 shows an example precision diagram. Each line in the diagrams is one test 
run. A test run is created by a simple procedure. The test system fetches a sub-
sequence from the stored sequence that is “20+window size” characters long. Then it 
starts testing the signature file. The first “window size” characters from the sub-
sequence forms the query pattern. The signature file is used to find all occurrences of 
the query pattern. The stored sequence is also scanned linearly for the query pattern 
so that the precision can be calculated. Then the next character from the sub-
sequence is added to the query pattern, and the procedure is repeated. This is contin-
ued until the query pattern consists of the entire sub-sequence.

We have tested each configuration with 7 test runs. 

In the first 24 diagrams (Figure A.2 to Figure A.26) each window sets only one bit in 
the signature, and in the next 24 diagrams (Figure A.27 to Figure A.51) each window 
sets 4 bits in each signature.

In the first 5 diagrams (Figure A.2, Figure A.3, Figure A.4, Figure A.5 and Figure 
A.6) a 16-bit signature was used with varying window sizes. As can be seen, the pre-
cision of the system does not start to improve until we use a 9-character window, Fig-
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ure A.5, or a 20-character window, Figure A.6, but it is still not good. A 16-bit 
signature is not useful with this setup unless we search for very large sequences.

In the next 5 diagrams (Figure A.7, Figure A.8, Figure A.9, Figure A.10 and Figure 
A.11) a 24-bit signature was used. The precision here is comparable with the 16-bit 
signature precision, not very useful unless we search for very large sequences.

In Figure A.17, Figure A.18, Figure A.19, Figure A.20 and Figure A.21 a 251-bit sig-
nature is used. With a very small window size, Figure A.17, the precision is not good, 
but as the window size increases, the signature file starts to work properly. Already 
with a 7-character window, Figure A.19, the precision starts to come up to tolerable 
levels for mid-sized sequences, and for larger window sizes, Figure A.20 and Figure 
A.21, we get a precision of 1 when we search for sequences that consist of 13 to 14 
windows (window size+13 characters).

In Figure A.22, Figure A.23, Figure A.24, Figure A.25 and Figure A.26 a 509-bit sig-
nature is used. Here we can see that we get a very good precision for very small win-
dow sizes. When a 5-character window is used, Figure A.23, we already get a 
precision of 1 already at a query size of 12.

When we increase the number of bits set by each window to 4, we see a remarkable 
increase in precision. In Figure A.27, Figure A.28, Figure A.29, Figure A.30 and Fig-
ure A.31, we use the same configuration as in Figure A.2, Figure A.3, Figure A.4, 
Figure A.5 and Figure A.6, with the exception of number of bits set by each window. 
As we can see, here we get a precision of 1 for very short queries. With a query 
length of 9 we have a precision of 1 for all queries in the test run. 

Increasing query length
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Figure A.1: A precision diagram
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Signature File Precision Diagrams

Figure A.2: 16-bit signature, 3-character word, 1 bit per word
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Figure A.3: 16-bit signature, 5-character word, 1 bit per word
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Figure A.4: 16-bit signature, 7-character word, 1 bit per word
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Figure A.5: 16-bit signature, 9-character word, 1 bit per word
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Signature File Precision Diagrams

Figure A.6: 16-bit signature, 20-character word, 1 bit per word
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Figure A.7: 24-bit signature, 3-character word, 1 bit per word
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Figure A.8: 24-bit signature, 5-character word, 1 bit per word
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Figure A.9: 24-bit signature, 7-character word, 1 bit per word
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Signature File Precision Diagrams

Figure A.10: 24-bit signature, 9-character word, 1 bit per word
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Figure A.11: 24-bit signature, 20-character word, 1 bit per word
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Figure A.12: 61-bit signature, 3-character word, 1 bit per word
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Figure A.13: 61-bit signature, 5-character word, 1 bit per word
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Signature File Precision Diagrams

Figure A.14: 61-bit signature, 7-character word, 1 bit per word
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Figure A.15: 61-bit signature, 9-character word, 1 bit per word
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Figure A.16: 61-bit signature, 20-character word, 1 bit per word
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Figure A.17: 251-bit signature, 3-character word, 1 bit per word
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Signature File Precision Diagrams

Figure A.18: 251-bit signature, 5-character word, 1 bit per word
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Figure A.19: 251-bit signature, 7-character word, 1 bit per word
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Figure A.20: 251-bit signature, 9-character word, 1 bit per word
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Figure A.21: 251-bit signature, 20-character word, 1 bit per word
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Signature File Precision Diagrams

Figure A.22: 509-bit signature, 3-character word, 1 bit per word
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Figure A.23: 509-bit signature, 5-character word, 1 bit per word
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Figure A.24: 509-bit signature, 7-character word, 1 bit per word
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Figure A.25: 509-bit signature, 9-character word, 1 bit per word
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Signature File Precision Diagrams

Figure A.26: 509-bit signature, 20-character word, 1 bit per word
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Figure A.27: 16-bit signature, 3-character word, 4 bits per word
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Figure A.28: 16-bit signature, 5-character word, 4 bits per word
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Figure A.29: 16-bit signature, 7-character word, 4 bits per word
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Figure A.30: 16-bit signature, 9-character word, 4 bits per word
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Figure A.31: 16-bit signature, 20-character word, 4 bits per word
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Figure A.32: 24-bit signature, 3-character word, 4 bits per word
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Figure A.33: 24-bit signature, 5-character word, 4 bits per word
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Figure A.34: 24-bit signature, 7-character word, 4 bits per word
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Figure A.35: 24-bit signature, 9-character word, 4 bits per word
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Figure A.36: 24-bit signature, 20-character word, 4 bits per word
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Figure A.37: 61-bit signature, 3-character word, 4 bits per word
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Figure A.38: 61-bit signature, 5-character word, 4 bits per word
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Figure A.39: 61-bit signature, 7-character word, 4 bits per word
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Figure A.40: 61-bit signature, 9-character word, 4 bits per word
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Figure A.41: 61-bit signature, 20-character word, 4 bits per word
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Figure A.42: 251-bit signature, 3-character word, 4 bits per word
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Figure A.43: 251-bit signature, 5-character word, 4 bits per word

0,00

0,10

0,20

0,30

0,40

0,50

0,60

0,70

0,80

0,90

1,00

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Query Size

Pr
ec

is
io

n



166

Figure A.44: 251-bit signature, 7-character word, 4 bits per word
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Figure A.45: 251-bit signature, 9-character word, 4 bits per word
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Figure A.46: 251-bit signature, 20-character word, 4 bits per word
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Figure A.47: 509-bit signature, 3-character word, 4 bits per word
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Figure A.48: 509-bit signature, 5-character word, 4 bits per word
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Figure A.49: 509-bit signature, 7-character word, 4 bits per word
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Figure A.50: 509-bit signature, 9-character word, 4 bits per word
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Figure A.51: 509-bit signature, 20-character word, 4 bits per word
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Appendix B

The B-Tree Test Results

This appendix presents the different test results obtained while testing B-
tree based implemented time series indexing systems.

In this appendix we present the different test results obtained from our tests with B-
tree based indexing methods.

B.1 Test Results
We have tested two B-tree search algorithms. First we performed a plain B-tree 
search for the node that contains all sequences that might match the query. These ele-
ments would then have to be scanned if we needed to find an exact match to the 
query we stated. Second, we tested the intersection search algorithm. 

As expected, the first approach leads to lower costs of searching the index, but the 
resulting number of occurrences is very large. If these results are compared to the 
results from the second approach, we can clearly see that the search cost is slightly 
higher, but the number of results is significantly lower.

B.1.1 The Test Setup
The tests consist of a large number of queries on the index. We have tested the index 
with queries from 7 characters up to 30 characters. For each query length the system 
has generated 100 random queries from segments found in the data file. 

The tests have been conducted on four different data files, one with approximately 
 elements, one with  elements, one with  elements, and finally, one 104 5 104⋅ 105
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with  elements. The number of keys per page has been set to 200, a very low 
value, and the word size has been set to 7.

B.1.2 Plain Search Results
Figure B.1, Figure B.4, Figure B.7, and Figure B.10 show the cost of searching the 
index using a plain search algorithm. As can be seen in these figures, the average cost 
is given by the size of the data file being indexed, and matches the expected values 
given by Equation 7.13,  on page 103.

This low search cost is, however, not the real search cost, since this simple search 
algorithm only searches for the first, in this case, 7 characters of the query. So if the 
query is longer than 7 characters, the result might contain references to occurrences 
that only match the first 7 characters of the query. If the query is longer than 7 charac-
ters we have to scan the resulting occurrences to find the true results of the query.

Figure B.2, Figure B.5, Figure B.8, and Figure B.11 show the number of results for a 
given query. As can be seen in the diagrams, the number of results for a query is inde-
pendent of the query length. Since each result will probably not be close to another 
result in the data file, each result will require a disk access to verify that it is a real 
match.

3 105⋅

Figure B.1: Plain search cost for a 10K data file
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Figure B.2: Plain search occurrences for a 10K data file

Figure B.3: Plain search occurrences for a 10K data file, zoomed.
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Figure B.4: Plain search cost for a 50K data file

Figure B.5: Plain search occurrences for a 50K data file
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Figure B.6: Plain search occurrences for a 50K data file, zoomed

Figure B.7: Plain search cost for a 100K data file
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Figure B.8: Plain search occurrences for a 100K data file

Figure B.9: Plain search occurrences for a 100K data file, zoomed



177

The B-Tree Test Results

Figure B.10: Plain search cost for a 300K data file

Figure B.11: Plain search occurrences for a 300K data file
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B.1.3 Intersection Search Results
Figure B.13, Figure B.16, Figure B.19, and Figure B.22 show that the cost of a more 
complex intersection search is higher than a simple search. The median cost is still 
the same as before, but for queries that are longer than 7 characters, some searches 
cost a few additional disk accesses since they might result in additional searches 
through the index.

The biggest differences can be seen in Figure B.14, Figure B.17, Figure B.20, and 
Figure B.23. For longer queries the number of results to a query are now always 
“true” matches to the query. As a result, the number of returned references are far 
fewer than the number of returned references with the plain search method, and they 
do not have to be scanned in order to verify that they are true hits.

Figure B.12: Plain search occurrences for a 300K data file, zoomed
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Figure B.13: Intersection search cost for a 10K data file

Figure B.14: Intersection search occurrences for a 10K data file
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Figure B.15: Intersection search occurrences for a 10K data file, zoomed

Figure B.16: Intersection search cost for a 50K data file
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Figure B.17: Intersection search occurrences for a 50K data file

Figure B.18: Intersection search occurrences for a 50K data file, zoomed
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Figure B.19: Intersection search cost for a 100K data file

Figure B.20: Intersection search occurrences for a 100K data file
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Figure B.21: Intersection search occurrences for a 100K data file, zoomed

Figure B.22: Intersection search cost for a 300K data file
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Figure B.23: Intersection search occurrences for a 300K data file

Figure B.24: Intersection search occurrences for a 300K data file, zoomed
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PTrie Test Results

This section will describe the tests we have done using the PTrie and will 
present the results obtained from these tests.

In this appendix we present the results obtained from our tests with our PTrie-based 
index schema.

C.1 The Test Setup
The tests consist of a large number of queries on the index. We have tested the index 
with queries from 7 characters up to 30 characters. For each query length, the system 
has generated 100 random queries from segments found in the data file. 

The tests have been conducted on four different data files, one with approximately 
 elements, one with  elements and finally one with  elements.

Figure C.1, Figure C.3, and Figure C.5 show the cost of scanning the PTrie for a 
query sequence. But since the index is a paged structure, and the only information 
contained in the index is pointers back to the data, we will always have to scan the 
page we end up in, unless we finished the search on a non-leaf page. Then all pointers 
contained in pages below that node will be “real” hits, otherwise the pages will have 
to be scanned for hits. 

Figure C.2, Figure C.4, and Figure C.6 shows the number of occurrences returned by 
the index. Since the index pages only contain references to the original data file, we 
will always have to use the pointers to access the original data. The pointers on the 

104 5 104⋅ 105
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page the search was terminated on are used to verify that the occurrences really 
match the query.

Figure C.1: Search cost for a 10K data file

Figure C.2: Search occurrences for a 10K data file
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Figure C.3: Search cost for a 50K data file

Figure C.4: Search occurrences for a 50K data file
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Figure C.5: Search cost for a 100K data file

Figure C.6: Search occurrences for a 100K data file
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Appendix D

Indexing

This appendix is intended for the readers that are not familiar with basic 
indexing schemes and contains a very brief introduction to indexing and 

various index structures commonly used today.

Indexing is a technique used to speed up access of stored data. By storing the data in 
a clever way or by saving additional information about the data it is possible to find 
elements without having to scan the entire data set. Without indexing techniques all 
of today’s database systems would be more or less useless since it would take far too 
much time to scan the entire data set every time we wanted to extract some data.

There are several indexing techniques for textual data since this has been a highly 
important research topic in data access research. A brief introduction to the most 
common techniques will be presented here.

D.1 Ordering
The simplest approach to indexing textual data is to order the keywords alphabeti-
cally. If we consider a set of records with information about persons we might order 
the elements according to the names of the persons in a list. If we then want to see if 
we have a “John Smith” in the data set, we just have to start scanning the list from the 
start and as soon as we encounter an element that is alphabetically placed after “John 
Smith” e.g. “Mick Jones” (the names are ordered on the entire name, not just the fam-
ily name) we can say that there are no records of “John Smith” in our data without 
having to scan the rest of the data. This method still involves a sequential scanning of 
the data and the later in the ordering the data we wish to find, the more of the data set 
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we have to scan. In the worst case we might still be forced to search the entire data 
collection, i.e. if the person we are looking for is placed last in the ordered data set.

D.2 Hashing
A better solution would be to determine right away if a person was in the data set. 
One way to do this is to use hashing. There are two kinds of basic hashing, open 
hashing and closed hashing. If the index is properly configured we can find any ele-
ment in constant time. The problem with hash indexes is that the size of the bucket 
array is fixed. If the performance of the index degrades because the lists in the open 
hashing grow too large or we have many collisions in closed hashing a new, larger, 
bucket array has to be created and the data has to be moved to the new index one item 
at a time; unlike search trees that can grow dynamically, these hashing methods are 
called static hashing. These problems have been addressed using linear hashing 
[LITW80].

D.2.1 Open Hashing
In open hashing we have an array of N, initially empty, lists. When an item is added 
to the collection we use a hash function to find out which list in the array we should 
add the item to. See Figure D.1. The item is added to the list at the position in the 
array specified by the hash function. The hash function should spread the data as 
evenly as possible over the array so ideally all lists should be small and no list should 
be much larger than any other list.

Figure D.1: Open hashing

0
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D.2.2 Closed Hashing
In closed hashing each array entry holds only a single element instead of a list of ele-
ments. Since several elements can hash into the same entry of the array we need some 
way of handling these collisions. A very simple way of doing this can be to just try 
the next entry in the array. If the next entry is empty we store the element there and if 
it is occupied we just continue to advance one step forward in the array.

D.2.3 Linear Hashing
In linear hashing the system starts out with a number of buckets, where each bucket 
has a certain size, i.e. a page in secondary storage. When a bucket is full, the linear 
hashing algorithm splits the bucket into two thus allowing the amount of data to grow 
without lowering the performance of the system.

At start-up the algorithm divides all possible hash values  into binary intervals 

of size  or  for some . Each interval corresponds to a bucket. 

 is a pointer that separates smaller intervals from larger ones: all intervals 

of size  are to the left of t, and vice versa. If a bucket reaches its maximum 

capacity due to an insertion the interval  is split into two subinter-

vals of equal size and t is advanced to the next large interval remaining. When  

Figure D.2: Closed hashing
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the file has doubled and all intervals have the same length, . In this case we 

reset the pointer t to A and resume the split procedure for the smaller intervals.

D.3 Trie Structures

The trie structure was first proposed by [FRED60]. It is essentially an -ary tree, 

whose nodes are -place vectors with components corresponding to digits or char-

acters. Each node on level  represents the set of all keys that begin with a certain 

sequence of  characters called its prefix. The node specify an -way branch, 

depending on the st character.

Figure D.3 shows a trie structure that indexes the five words HIS, HER, HE, HAVE, 
HAD.

B A–
2k 1+
-------------

M
M

l
l M

l 1+( )

Figure D.3: Example of a Trie structure
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D.4 Signature Access Methods
The signature approach is an access path for text, employing both a data structure, the 
signature file, and an access method for transforming queries into search keys. Gen-
erally, access paths are divided into either key transforming (hashing) or key compar-
isons (indices). The signature method is a key comparison when in its customary 
sequential file. Even though hashing is used to create compressed indices, it does not 
provide a transformation from a key term to its address. Rather, during a query the 
key terms are transformed into signatures and then the signature file, the index, is 
searched for signatures that match the query signature.

The signature file is a file that contains hashed relevant terms from documents. Such 
hashed terms are called signatures.

There are several ways to extract the signatures from the documents - four basic 
methods being WS (Word Signatures), SC (Superimposed Coding), BC (Bit-Block 
Compression) and RL (Run-Length Compression). These different methods will be 
described in Section  on page 193, Section D.4.2 on page 193, Section D.4.3 on 
page 194 and Section D.4.4 on page 194.

D.4.1 History of Signature Files
Typically, signature files have only been used as a probabilistic filter for initial text 
search, but even then only in cases where the queries have conjunctive Boolean 
types. This is because the nature of signature files makes the indexed retrieval of dis-
junctive Boolean queries very complex. On the other hand, Boolean retrieval meth-
ods are less favoured than relevance-based retrieval methods because of the added 
search expertise needed to use Boolean queries. Signature access paths are not well 
suited to relevance ranking methods because of the document properties lost in the 
signature file processing.

D.4.2 Word Signatures
To encode a text using WS (first introduced in [FALO84]) each word in the text is 
hashed into a bit pattern of some fixed length. To form the document signature all 
these bit patterns are concatenated (see Figure D.4 on page 194 for an example). 
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Searching is done by hashing the query terms into a query signature and then match-
ing it with the document signature.

D.4.3 Superimposed Coding

In Superimposed Coding, SC, the text database is divided into a number of blocks. A 
block  is associated with a signature , that is a fixed length bit vector.  is 
obtained by hashing each non-trivial word – articles and other “small” words are 
ignored – in the text block into a word signature and OR-ing them into the block sig-
nature (see Figure D.5 on page 194 for an example). The query is hashed, using the 
same signature extracting method used for the documents, into the query signature 

. The document search is then performed by matching the signature file and 
retrieving a set of qualified signatures  such that Equation 13.1,  on page 194 is sat-
isfied.

 . (13.1)

D.4.4 Bit Block Compression
One problem found in both WS and SC signatures is that when optimal false drop 
(false detection) reduction is obtained with larger signatures, a fairly sparse vector is 
formed that increases the search overhead. To handle this BC was introduced in 

Figure D.4: Example of word signatures

Text: example of word signatures

Word Signature:

Document Signature:

0010 1011 1100 0100

0010 1011 1100 0100

Bi Si Si

Sq
Si

Si Sq∧ Sq=

Figure D.5: Example of superimposed coding

Text:

example

of

superimposed

coding

Signature:

0100 0011 1001 0000

0100 0110 0100 0010

1000 0010 1100 0010

1001 0000 0101 0001

Block Signature:1101 0111 1101 0011
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[FALO87]. BC speeds up the search by splitting the sparse vector into groups of con-
secutive bits (bit blocks) and encoding each bit. For each bit block a signature is cre-
ated that is of variable length and consists of at most three parts. The first part is one 
bit long and indicates whether there are any 1s in the bit block (bit is set to one) or if 
the bit block is empty (bit is set to zero). If the block is empty, the signature stops at 
this part. The second part indicates the number of 1s. It consists of  1s (S being 
the number of ones) and a terminating 0. The third and final section contains the off-
set for each of the ones reported in the second offset, given from the beginning of the 
bit block. One offset is given for each 1. See Figure D.6.

The signatures are then stored in the signature file in one of two concatenated ways 
shown in Figure D.7 and Figure D.8. In the first method, (Figure D.7), each group in 
the sparse vector is stored together, first part 1, then part 2 and finally part 3. In the 
second method, (Figure D.8), all part 1 bits are first stored, then part 2 bits and finally 
the part 3 bits.

In some applications we do not want the text to be split into several different signa-
ture blocks. This is possible by using RL. The RL method is a slight modification of 
the BC method that is insensitive to the number of words hashed per block. This 
eliminates the need to split the text into several logical blocks. There is no need for 

S 1–

Figure D.6: Example of bit block compression

Sparse Vector:

Part 1:

Part 2:

Part 3:

0000 1001 0000 0010 1000

0 1 0 1 1

10 0 0

00 11 10 00

Figure D.7: Method 1 for storing BC signatures

0 1 10 0011 0 1 0 10 1 0 00

Group 1
Group 2
Group 3
Group 4
Group 5

Figure D.8: Method 2 for storing BC signatures

0 1 0 1 1 10 0 0 0011 1000

Part 1
Part 2
Part 3
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remembering whether some of the terms of the query were found in any of the previ-
ous blocks of the text. This is achieved using a different bit-block size vector for each 
text fragment being encoded according to the number of bits set in the sparse vector 
that is formed. The steps in extracting a signature using RL are as follows:

1 Hash each non-common word of the text to a number in the range of  and 
find the number of distinct 1s in the resulting sparse vector, .

 2 Compress the sparse vector using the BC method. The size of all the sparse vec-
tors is the same but the bit block size of each encoded vector becomes 

, resulting in variable sizes in the stored signatures.

 3 Both the signature and the number of 1s in the sparse vector, , are stored, 
uniquely identifying the value of the bit block size.

Although signature files were first proposed by C. Mooers in 1949 they have not 
been of much interest until the last decade. This is attributed to two things. First, sig-
natures are a probabilistic method and only return whether a pattern may be in a tar-
get or not. Secondly, early implementations were very susceptible to false drops, i.e., 
they reported a hit when the pattern was not present in the target. These points are 
still valid to some extent, but the need to have search methods for text volumes where 
inverted files are far too cumbersome has superseded these points. Also, new meth-
ods for creating signatures have reduced the occurrence of false drops.

The main advantage of signature files is their low storage overhead. The signature 
file size is proportional to the text database size and the size of the signature file aver-
ages from 10% to 20% of the target text size. However, since the entire signature file 
has to be scanned every time a pattern is searched for, the search times will also grow 
linearly and this becomes a problem for massive text databases like digital libraries. 
As mentioned above there will always be a break-even size between a signature file 
and an inverted file if the search time is considered. Since the signature file can be so 
small compared to the data file, this break-even size can be very large but at some 
size the inverted file will always start performing better. Since both the signature file 
size and the inverted file size grows linearly, the signature file will always be more 
efficient if storage space is considered.

D.4.5 Signature Files Today

The signature file methods above all use one level sequential file schemes for their 
query search. As a consequence, these methods become slow for large data files since 
the entire signature file has to be searched during a query. Most recent research has 
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therefore been performed with the aim of finding faster and more efficient ways to 
store signature files. Thus, there are designs for signature file storage structures or 
organizations such as a transposed file organization or bit-slice organization 
[ROBE79], and single and multi level organizations [OTOO86, SACK87] such as S-
trees [DEPP86]. The most recent signature file organization is called the partitioning 
approach by which the signatures are divided into partitions and then the search is 
limited to relevant partitions. The motivation for the partitioning approach is a reduc-
tion in search space as measured either by the signature reduction ratio (ratio of the 
number of signatures searched to the maximum number of signatures) and by the par-
tition reduction ratio (ratio of the number of partitions searched to the maximum 
number of partitions [LEE89]). Two approaches to the partitioned signature files 
have appeared [ZEZU91, LEE89]. One uses linear hashing to hash a sequential sig-
nature file into partitions or data buckets containing similar signatures [ZEZU91]. 
The second approach [LEE89] uses the notion of a key, that is a sub string selected 
from the signature by specifying two parameters - the key starting position and the 
key length. The signature file is then partitioned so that the signatures containing one 
key are in one partition. The published performance results on the partitioned signa-
ture files are based mostly on simulations of small text databases and are not conclu-
sive. There was no attempt to address the scalability of the partitioned signature files 
to massive text databases. The partitioned signature files grow linearly with the text 
database size and thus they exhibit the same scalability problem as other text access 
structures.

D.5 Search Trees
Trees are one of the most basic search structures in computer science. A search tree is 
a special kind of tree that is used to guide the search for a record. Each node in the 
search tree contains a (fixed) number of <pointer, value> pairs. The pointer points to 
a subtree and the value is a value larger than all entries in the subtree pointed to by 
the pointer. The <pointer, value> pairs are ordered by the value field. When the 
search tree is searched, we start at the root of the search tree. By comparing the dif-
ferent values stored at the node with the value to be searched for we can determine 
which sub tree the value must be stored in. We move to that sub-tree and the search 
process is continued until we reach the leaves of the tree. If the search tree is bal-
anced, i.e. all branches of the tree are of the same, or of similar, length the search tree 
can be searched in a time logaritmically proportional to the size of the data set we are 
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indexing with the search tree. A nice feature of the trees is that they can be easily bal-
anced at run-time. Figure D.9 shows an example of a basic search tree.

Since trees can be searched very efficiently there are a great number of variations of 
search trees, the most popular being B-trees, R-trees and modifications of these.

D.5.1 Binary Search Trees
The most simple search trees are binary search trees. The tree in Figure D.9 is an 
example of a binary search tree. In a binary search tree each internal node has at most 
two children.

To keep the height of the tree from getting too high it is common to also include tree 
balancing functions.

Binary trees are simple to implement but have one problem. Since every node has at 
most two children the height of the tree grows to fast as more data is added to the 
tree.

D.5.2 B-Trees
A more advanced search tree that addresses these problems with binary search trees 
are B-trees [BAYER72]. A B-tree is an index developed to be very efficient on sec-
ondary storage and is based on the assumption that it is much more costly to fetch a 
page from secondary storage than it is to search in main memory. So it takes the same 
time for the computer to fetch one byte from secondary storage as an entire page, 4 
kb to more than 64 kb depending on the system.

Each node in the tree corresponds to a page on the secondary storage and contains 
between  and  items and  to  pointers to other nodes (see Figure 
D.10). The <value, pointer> pairs in each node are ordered so that (from left to right) 

Figure D.9: A search tree
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all values in the sub-tree pointed to by the leftmost pair is smaller than the value in 
that pair. All nodes in the sub-tree pointed to by the next pointer contain values 
between the value in this pair and the value stored in the next pair to the right and so 
in. In the sub-tree pointed to by the leftmost pointer, a pointer not associated with any 
value, all values are greater than the value in the rightmost <value, pointer> pair. 
During inserts and deletions nodes that have reached their maximum capacity are 
split. Splits can propagate up through the tree. For uniformly distributed data extend-
ible [FAGIN79] and linear hashing will outperform the B-tree on the average for 
exact match queries, insertions and deletions. 

Figure D.11 shows a small B-tree with two elements per page. Into this tree the 
sequence “8, 5, 1, 7, 3, 12, 9, 6” has been inserted. Each element has, in addition to 
the key value, a pointer to the actual data structure.

B-trees are discussed in more detail in Section 7, “The B-Tree Structure,” on page 95.

D.5.3 B+-Trees
A small modification of the B-tree is the B+-tree. In the B-tree each search key 
appears once at some level in the tree. In a B+-tree datapointers are stored only at the 

Figure D.10: A B-tree
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Figure D.11: A B-tree with the sequence “8, 5, 1, 7, 3, 12, 9, 6”
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leaf nodes. Furthermore, the leaf nodes are usually linked together so that ordered 
access can be provided.

Some search keys from the leaves are repeated in the internal nodes of the B+-tree to 
guide the search.

Figure D.12 shows a small B+-tree with two key values per page. In this tree the 
sequence “8, 5, 1, 7, 3, 12, 9, 6”, in that order, has been inserted, the same sequence 
used in the B-tree example (see Figure D.11). As can be seen the actual elements are 
all stored on the leaf level and some key values are repeated in the internal nodes to 
guide the search. As can be seen if these two figures are compared, the B-tree con-
tains fewer nodes and if we e.g. search for the element with key value 5 only one 
node has to be fetched, compared to three if a B+-tree is used. What is the advantage 
of a B+-tree? Since the leaf nodes are linked together it will be possible to perform 
very effective ranged searchedes, i.e. find all elements with a key value between 5 
and 9. This would be very difficult to perform in a B-tree, but in a B+-tree we only 
need to find the first element and then we can just scan the leaf nodes until we find 
the first element that does not match our criterion.

Furthermore, each internal node can contain more key values since only the key 
value is stored in the internal nodes, unlike the B-tree where each key value has to be 
accompanied by a data pointer.

D.6 Inverted Files
Inverted files are a way of indexing large files. As with several other indexes the idea 
is to reduce the number of records that have to be fetched from disc [FOX92].

Figure D.12: A B+-tree with the sequence “8, 5, 1, 7, 3, 12, 9, 6”
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The inverted file index has two main parts, a search structure that contains all distinct 
keys of indexed elements and for each such distinct key, an inverted list containing 
references to the record containing the value.

An effective index structure for inverted files is a B+-tree. The leaves in the B+-tree 
will then contain pointers to inverted lists. Other index structures, e.g. Hash tables, 
can also be used for inverted files.

When indexing text using inverted files it is possible to compress the index by using 
variable length codes for the element keys. By using compressed inverted files the 
size of the index can be compressed by a factor of around six to around five to ten 
percent of the data size [BELL93]. By inserting a small amount of additional index-
ing information in each inverted list a large part of the decompression can be 
avoided, with the result that the limiting factor on modern hardware will be transfer 
times, not decompression time [MOFF96].

An interesting feature of compressed inverted lists is that the best compression ratio 
is achieved for the longest lists, i.e. the most frequent terms. Because of that there is 
no need to remove common terms from the index [ZOBE98].

Queries to the inverted file structure are evaluated by fetching the inverted lists for 
the query items and then intersecting them. The inverted lists should be fetched in 
order of increasing length to minimize buffer space. For a conjunctive query we start 
with the smallest inverted list and then remove elements from it as we go through all 
retrieved inverted lists.

D.7 Multidimensional Access Structures
These traditional access structures were created for indexing textual or numerical 
data. To index other kinds of data it is often necessary to have an index that can index 
multidimensional data. This section gives a short description of some of the most 
well known, but is far from complete. I have found references to more than 30 differ-
ent multidimensional access structures.

D.7.1 K-D-Trees

The k-d-tree [BENT75] is a very early multidimensional index structure. It was not 
taken into account that the data being indexed would be placed on a paged secondary 
memory, and this structure is therefore less well suited for large spatial databases.

The k-d-tree is a binary search tree that represents a recursive subdivision of the  
dimensional universe into subspaces by means of  dimensional hyperplanes. 

d
d 1–
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The hyperplanes are iso-oriented and their direction alternates between the  possi-
bilities.

For example, for  the splitting planes are alternately perpendicular to the x-, y- 
and z-axis. Each splitting hyperplane has to contain at least one data point. See Figure 
D.13 to Figure D.15 for an example of how a number of points in a 2-dimensional 
space are entered into a k-d-tree.

D.7.2 Quad Trees
The quadtree [SAME84, SAME89, SAME90] is a close relative to the k-d-tree. 
While the term “quadtree” usually refers to the two dimensional variant, the basic 
idea applies to a -dimensional variant. Like the k-d-tree the quadtree decomposes 
the universe by means of iso-oriented hyperplanes. An important difference is that 

d
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Figure D.13: K-D-tree first point
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quadtrees are not binary trees. In a  dimensional quadtree each interior node have 
 children. For a two-dimensional quadtree each interior node has 4 children, each 

corresponding to a rectangle. These rectangles are typically referred to as the NW, 
NE, SW, and SE quadrants.

D.7.3 R-Trees

R-Trees are based on B-Trees and correspond to a hierchary of nested d-dimensional 
(hyper) rectangles, first suggested in [GUTT84]. As with B-Trees each node in the 
tree corresponds to a page on secondary storage. Each node contains between m and 
M entries. Each entry contains a bounding (hyper) rectangle and a pointer to another 
node whose bounding rectangles are all overlapped by the stored hyper rectangle. 
The leaf nodes contain pointers to the actual data instead of pointers to other nodes.

When the tree is searched each entry is checked to see if the stored MBR has a non 
empty intersection with the search MBR and all such entries have to be checked. In a 
worst case all index pages will have to be examined.

As with B-Trees the R-Tree is height balanced to optimize the search speed.

Figure D.16 shows a 2D region containing a number of MBR’s (m1 to m8) and a 
number of points (p1 to p6). It also shows how the area have been divided into sev-
eral recursive regions, R1 to R8. Figure D.17 shows the resulting R-tree.

d
2d
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There exist several improvements to the R-tree, e.g. the R*-tree, see Section D.7.4, 
“R*-Trees,” on page 204, or R+-trees [SELL87].

D.7.4 R*-Trees
Based on a study of the weaknesses of R-trees, an improvement of the R-tree was 
suggested in [BECK90]. Some of the problems addressed were that the search per-
formance was very dependent on the insertion phase, the bucket overlap on each 
level in the tree should be minimized, and region parameters should be minimized. 

The main difference between the R-tree and R*-tree algorithms lie in the insertion 
algorithm, deletion, and searching are virtually unchanged. With these changes the 
performance of the R*-tree is approximately 50% higher, but the higher search per-
formance comes at a high CPU time overhead. [HOEL92, GÜNT97].

Figure D.16: Figure showing a 2D region
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