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Abstract

We present a computationally efficient algorithm for computing the 2-D Capon spectral estimator. The implementation is based on the fact that the 2-D data covariance matrix will have a Toeplitz-Block-Toeplitz structure, with the result that the inverse covariance matrix can be expressed in closed form by using a special case of the Golberg-Hömg formula that is a function of strictly the forward 2-D prediction matrix polynomials. Furthermore, we present a novel method, based on a 2-D lattice algorithm, to compute the needed forward prediction matrix polynomials and discuss the difference in the so-obtained 2-D spectral estimate as compared to the one obtained by using the prediction matrix polynomials given by the Whittle-Wiggins-Robinson algorithm. Numerical simulations illustrate the clear computational gain in comparison to both the well-known classical implementation and the method recently published by Liu et al.
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1 Introduction

The problem of two-dimensional (2-D) high resolution spectral estimation has been widely studied in the past literature (see, e.g., [1, 2, 3]), as well as in more recent contributions such as [4, 5, 6]. Applications occur in a wide variety of fields, such as geophysics, radio astronomy, biomedical engineering, sonar, and radar, to mention a few. In many of these applications, it is of key importance to obtain computationally efficient high resolution estimates, as for example it is in synthetic aperture radar (SAR) image formation and target feature extraction [7, 8], which are becoming increasingly important in many civilian and military applications [9]. Another important application is 2-D nuclear magnetic resonance (NMR) spectral estimation, where both resolution and computational complexity are of uttermost importance [10]. Popular approaches include the 2-D Periodogram, and in the higher resolution cases, the 2-D AR and the 2-D Capon spectral estimators. A number of approaches has been suggested for efficient estimation of the 2-D AR spectrum (see, e.g., [11, 12, 3]), whereas only limited efforts have been made to simplify the 2-D Capon estimator [5, 3].

In this work we present an efficient implementation of the 2-D Capon spectral estimator, which will depend on the (forward) prediction matrices and the (forward) prediction error covariance matrix. The derivation is based on a special case of the Golberg-Heinig formula [13] (see also [14]) for the inverse of a Block-Toeplitz matrix. This closed form expression of the inverse covariance matrix enables significant computational reduction to form the 2-D Capon spectral estimator due to the highly structured problem formulation, and the algorithm can be seen as a 2-D extension of the algorithm derived by MUSICUS [15] for the 1-D case. The final form of the algorithm was proposed, although the algorithm was neither specified nor derived, in [3]. Here, we present the full derivation of the algorithm as well as a complexity comparison with the standard 2-D Capon approach as well as with the recently published implementation by Liu et al [5].

Furthermore, we present a novel 2-D lattice algorithm to estimate the needed (forward) prediction matrices and the (forward) prediction error covariance matrix. The presented algorithm is an improvement over the previous attempts to extend the linear prediction lattice-based 1-D techniques to two dimensions [16, 11, 12, 17, 18]. Following the 1-D Burg recursion procedure [19], Strand [16] extended the Whittle-Wiggins-Robinson Algorithm (WWRA) [20, 21] to compute the AR parameters directly from the multichannel data without first computing the autocorrelation sequence. Therrien and El-Shaar [12] used this technique to compute the 2-D AR spectral
estimates directly from the data by treating the 2-D signal as being made of strips of multichannel signals. In [17], Kuduvalli and Rangayyan further simplified Therrien and El-Shaar’s algorithm by forcing the structure of the 2-D autocorrelation matrices on the multichannel version of the Burg algorithm. A similar approach was used by McGiffin and Liu in [11].

Our improvement makes further use of the matrix structure, yielding an alternative minimization criterion. In the 1-D case, the algorithm will reduce to the well-known Burg algorithm. In the numerical section, we compare the computational complexity of the 2-D lattice algorithm with alternative methods for estimating the prediction error matrices. We also compare the relative quality of the spectral estimates obtained from these estimates. It is found that the spectral estimates obtained by using the new 2-D lattice algorithm are noticeably better than the ones based on using the WWRA with estimates of the 2-D covariance matrix.

The paper is organized as follows. In Section 2 we review the classical 2-D Capon spectral estimator. Next, we describe the suggested efficient algorithm in Section 3. In Section 4 we review the extended Yule-Walker equations, and in Section 5 we introduce the novel 2-D lattice algorithm. Section 6 contains our numerical examples and, finally, Section 7 contains our conclusions.

2 Problem Formulation

In this section, we will briefly review the well-known 2-D Capon spectral estimation method and formulate the problem of interest. The Capon spectral estimator was, unlike many other spectral estimation techniques, originally proposed directly in a multi-dimensional setting as an array-processing technique [22, 23]. It is a non-parametric adaptive matched-filterbank approach [24, 4], and follows two main steps:

a) Pass the data through a 2-D bandpass filter with varying center frequencies \((\omega_1, \omega_2)\), and

b) estimate the power at \((\omega_1, \omega_2)\) for all \(\omega_1 \in [0, 2\pi), \omega_2 \in [0, 2\pi)\) of interest from the filtered data.

Let the \(N_1 \times N_2\) data matrix \(Z\) be a part of a 2-D stationary discrete data sequence, and assume that the bandpass filter used, \(H_{\omega_1, \omega_2}\), is an \((M_1 + 1) \times (M_2 + 1)\)-tap 2-D finite impulse response (FIR) filter. The filterlengths \(M_1\) and \(M_2\) are parameters specified by the user.
Define the \((M_1 + 1)(M_2 + 1) \times 1\) filter vector

\[
\mathbf{h}_{\omega_1, \omega_2} \triangleq \text{vec}(\mathbf{H}_{\omega_1, \omega_2}),
\]

where \text{vec}(\cdot) denotes the operation of stacking the columns of a matrix on top of each other. Form the \((M_1 + 1) \times (M_2 + 1)\) submatrices

\[
\mathbf{Y}_{t,s} = \begin{bmatrix}
    \mathbf{Z}_{t,s} & \cdots & \mathbf{Z}_{t,s+M_2} \\
    \vdots & \ddots & \vdots \\
    \mathbf{Z}_{t+M_1,s} & \cdots & \mathbf{Z}_{t+M_1,s+M_2}
\end{bmatrix}
\]

for \(t = 0, \ldots, L_1, s = 0, \ldots, L_2\), where \(L_1 = N_1 - M_1 - 1, L_2 = N_2 - M_2 - 1\), and define the \((M_1 + 1)(M_2 + 1) \times 1\) snapshot vector

\[
\mathbf{y}_{t,s} = \text{vec}(\mathbf{Y}_{t,s}).
\]

Furthermore, define the covariance matrix, \(\mathbf{R}\), as

\[
\mathbf{R} \triangleq E \left\{ \mathbf{y}_{t,s} \mathbf{y}_{t,s}^* \right\} = \\
\begin{bmatrix}
    \mathbf{R}_0 & \mathbf{R}_1 & \cdots & \mathbf{R}_{M_1} \\
    \mathbf{R}_1^* & \mathbf{R}_0 & \cdots & \vdots \\
    \vdots & \cdots & \ddots & \mathbf{R}_1 \\
    \mathbf{R}_{M_1}^* & \cdots & \mathbf{R}_1^* & \mathbf{R}_0
\end{bmatrix},
\]

where \(E\{\cdot\}\) and \((\cdot)^*\) denote the expectation and the complex conjugate transpose, and where the block matrices \(\mathbf{R}_k\) are

\[
\mathbf{R}_k = \\
\begin{bmatrix}
    r_{k,0} & r_{k,1} & \cdots & r_{k,M_2} \\
    r_{k,1}^* & r_{k,0} & \cdots & \vdots \\
    \vdots & \cdots & \ddots & r_{k,1} \\
    r_{k,M_2}^* & \cdots & r_{k,1}^* & r_{k,0}
\end{bmatrix},
\]

where

\[
r_{k,l} = E \left\{ \mathbf{Z}_{t+k,s+l} \mathbf{Z}_{t,s}^* \right\} = r_{-k,-l}^*.
\]

It can be seen from (4) and (5) that the \((M_1 + 1)(M_2 + 1) \times (M_1 + 1)(M_2 + 1)\) covariance matrix \(\mathbf{R}\) has a (Hermitian) Toeplitz-Block-Toeplitz structure.
The adaptive Capon bandpass filter is designed to minimize the power of the filter output, as well as pass the frequencies \((\omega_1, \omega_2)\) without any attenuation, i.e., to satisfy, for each \((\omega_1, \omega_2)\),

\[
\min_h h^\ast_{\omega_1, \omega_2} R h_{\omega_1, \omega_2} \quad \text{subject to} \quad h^\ast_{\omega_1, \omega_2} a_{\omega_1, \omega_2} = 1,
\]

where \(a_{\omega_1, \omega_2}\) is the 2-D Fourier vector, defined as

\[
a_{\omega_1, \omega_2} \triangleq a_{\omega_1} \otimes a_{\omega_2}
\]

\[
a_{\omega_k} \triangleq \begin{bmatrix} 1 & e^{-i\omega_k} & \ldots & e^{-iM_k \omega_k} \end{bmatrix}^T.
\]

Hereafter, \(\otimes\) and \((\cdot)^T\) denote the Kronecker product and the transpose, respectively. When the filter minimizing (7) is inserted into the expression for the power of the filter output, for the bandpass filter centered at the frequencies of interest, \((\omega_1, \omega_2)\), i.e.,

\[
S_{\omega_1, \omega_2} = h^\ast_{\omega_1, \omega_2} R h_{\omega_1, \omega_2},
\]

the Capon spectral estimate at \((\omega_1, \omega_2)\) is obtained as

\[
\hat{S}_{\omega_1, \omega_2} = \frac{1}{a_{\omega_1, \omega_2}^T R^{-1} a_{\omega_1, \omega_2}}.
\]

The problem of interest is to compute (11) efficiently. We note that, the primary computational burden to evaluate (11) is not, as it might first seem, that associated with the inverse of the covariance matrix \(R\). If that were the case, an efficient algorithm for the inversion of a Toeplitz-Block-Toeplitz matrix could have been used [25, 26]. Rather, it is the computation of (11) over all frequencies that is normally more time consuming. In the following section, we propose an efficient way to do this using the 2-D Fast Fourier Transform.

3 Proposed Algorithm

By making use of the fact that the inverse of a Block-Toeplitz matrix can be formulated in a closed-form expression by using the Gohberg-Heinig formula as well as the relationship between the forward and backward prediction matrix polynomials that holds for Toeplitz-Block-Toeplitz covariance matrices, we are now ready to state the first main result of this paper. For the reader’s convenience, the Gohberg-Heinig formula is summarized in Appendix A.
Theorem 1
The denominator of the 2-D Capon spectral estimator

\[ f_{\omega_1, \omega_2} \triangleq \mathbf{a}_{\omega_1, \omega_2} \mathbf{R}^{-1} \mathbf{a}_{\omega_1, \omega_2} \]  

(12)
can be equivalently expressed as

\[ f_{\omega_1, \omega_2} = \sum_{s=-M_1}^{M_1} \sum_{p=-M_2}^{M_2} \theta(s, p) e^{-i\omega_1 s} e^{-i\omega_2 p} \]  

(13)
where \( \theta(s, p) = \bar{\theta}(-s, -p) \),

\[ \theta(s, p) = \sum_{k=0}^{M_1-1} \left( M_1 + 1 - 2k - s \right) \Psi(s, p, k) \]  

(14)
and \( \Psi(s, p, k) = \sum_{l = \max(0, -p)}^{\min(M_2-p, M_2)} [\mathbf{A}_k^* \mathbf{Q}^{-1} \mathbf{A}_{k+s}]_{l, l+p} \)  

(15)
and where \( \{\mathbf{A}_i\} \) and \( \mathbf{Q} \) denote the (forward) prediction matrices and the (forward) prediction error covariance matrix as defined in (17), with \( \mathbf{R} \) being given by (4) and \( n = M_1 \). Here, \( \bar{x} \) and \( [\mathbf{X}]_{i, j} \) denote the complex conjugate of \( x \) and the \( i,j \)th entry of the matrix \( \mathbf{X} \).

Proof: See Appendix B. \(\square\)

![Figure 1: The support of the \(\theta\) parameters](image-url)
It is worth noting that the expression for $f_{\omega_1,\omega_2}$ in (13) can be efficiently computed by making use of the periodic properties of the 2-D FFT algorithm. Denote the support of the $\theta$ parameters with $\Omega_k$ as is shown in Figure 1, i.e.,

$$\Omega_1 = \begin{bmatrix} \theta_{M_1,0} & \cdots & \theta_{M_1,M_2} \\ \vdots & \ddots & \vdots \\ \theta_{0,0} & \cdots & \theta_{0,M_2} \end{bmatrix}, \quad \Omega_2 = \begin{bmatrix} \theta_{-1,0} & \cdots & \theta_{-1,M_2} \\ \vdots & \ddots & \vdots \\ \theta_{-M_1,0} & \cdots & \theta_{-M_1,M_2} \end{bmatrix},$$

$$\Omega_3 = \begin{bmatrix} \theta_{-1,-M_2} & \cdots & \theta_{-1,-1} \\ \vdots & \ddots & \vdots \\ \theta_{-M_1,-M_2} & \cdots & \theta_{-M_1,-1} \end{bmatrix}, \quad \Omega_4 = \begin{bmatrix} \theta_{M_1,-M_2} & \cdots & \theta_{M_1,-1} \\ \vdots & \ddots & \vdots \\ \theta_{0,-M_2} & \cdots & \theta_{0,-1} \end{bmatrix}.$$

Next, introduce the $N_{\omega_1} \times N_{\omega_2}$ $\tilde{\Omega}$, where $N_{\omega_1}$ and $N_{\omega_2}$ denote the number of frequencies for which the spectrum should be computed, and let

$$\tilde{\Omega} = \begin{bmatrix} \Omega_2 & 0 & \Omega_3 \\ 0 & 0 & 0 \\ \Omega_1 & 0 & \Omega_4 \end{bmatrix}. \quad (16)$$

Note that the different zero matrices, $0$, in (16) have different dimensions. A positive real-valued $f_{\omega_1,\omega_2}$ can then be efficiently computed as the $N_{\omega_1} \times N_{\omega_2}$ 2-D FFT of $\tilde{\Omega}$.
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**Figure 2:** Applying the 2-D Capon algorithm to a data matrix with large dimensions.
It is also worthwhile to note that, as the algorithm in Theorem 1 requires the computation of the \((M_2 + 1) \times (M_2 + 1)\) \(\{A_i\}\) and \(Q\) matrices from the data, as well as the matrix inversion of the \(Q\) matrix in (15), it may be computationally prohibitive to apply the algorithm directly to data matrices with very large dimensions. One can then proceed in a different way as was suggested in [27]. Break up each frequency domain image (obtained by taking the 2-D FFT of the time domain data) into overlapping chips of size \(N_{s1} \times N_{s2}\) (where \(N_{s1}\) and \(N_{s2}\) are smaller than the original data dimensions), as shown in Figure 3. Take the 2-D inverse FFT (IFFT) of the frequency domain chips to obtain the time domain chips and apply the algorithm in Theorem 1 to the time domain chips. This approach will not produce any mosaicing or tiling effect.

As (15) depends on the (forward) prediction matrices and the (forward) prediction error covariance matrix, the problem of computing these still remains. In the following two sections we first review the extended Yule-Walker solution and then introduce the novel 2-D lattice algorithm for computing \(\{A_i\}\) and \(Q\) from the data.

4 The Extended Yule-Walker Equations

The extended Yule-Walker equations can be expressed as [3, 28]

\[
\begin{bmatrix}
I & A_1 & \ldots & A_n
\end{bmatrix} R \Delta \begin{bmatrix}
Q & 0 & \ldots & 0
\end{bmatrix}
\]
\[
\begin{bmatrix}
B_n & \ldots & B_1 & I
\end{bmatrix} R \Delta \begin{bmatrix}
0 & 0 & \ldots & S
\end{bmatrix}
\]  
(17)

where \(R\) is defined as in (4), with \(n = M_1\). In the case that \(R\) has a Toeplitz-Block-Toeplitz structure, it is known that the backward prediction matrices and the backward prediction error covariance matrix can be found as [3, 11, 29]

\[
B_i = J \tilde{A}_i J
\]
\[
S = J \tilde{Q} J
\]  
(18)  
(19)

where \(J\) denotes the so-called exchange matrix, whose anti-diagonal elements are ones and all other elements are zero, i.e.,

\[
J = \begin{bmatrix}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
1 & 0 & \ldots & 0
\end{bmatrix}
\]  
(20)
In fact, the above identities will hold if $R$ is simply persymmetric [3], i.e.,

$$R = JR^TJ.$$  \hspace{1cm} (21)

Several approaches to solve the extended Yule-Walker equations in (17), making use of the identities in (18) and (19), have been proposed in the literature (see, e.g., [3, 11, 29]), improving computationally on the Whittle-Wiggins-Robinson algorithm (WWRA). The resulting algorithms reduce the computational burden by approximately one-half as compared to the WWRA. However, this will hold only for larger matrices, whereas for smaller matrices of the dimensions considered in this paper it might still be more efficient to use the WWRA. For this reason, we have in the numerical section only used the WWRA. For easy reference the WWRA is summarized in Appendix C.

As a first step in using any of these algorithms, the covariance matrix, $R$, needs to be estimated. Just as in the 1-D case, there are several different approaches to do so, which will yield different estimates of the prediction matrices. In this paper we will consider and compare the following different approaches of estimating the covariance matrix:

- The Toeplitz-Block-Toeplitz estimate.
- The forward-backward (FB) Block-Toeplitz estimate.
- The outer product estimate.

For completeness, we will in the following subsections quickly review the different estimates.

4.1 The Toeplitz-Block-Toeplitz Estimate

The Toeplitz-Block-Toeplitz covariance matrix estimate is obtained by building the full matrix from the autocorrelation estimates, $\hat{r}_{k,l}$, as defined in (6). These are obtained as

$$\hat{r}_{k,l} = \begin{cases} \frac{1}{N_1 N_2} \sum_{m=0}^{N_1-1-k} \sum_{n=0}^{N_2-1-l} Z_{m+k,n+l} Z_{m,n}^* & \text{for } k \geq 0, l \geq 0 \\ \frac{1}{N_1 N_2} \sum_{m=0}^{N_1-1-k} \sum_{n=-l}^{-1} Z_{m+k,n+l} Z_{m,n}^* & \text{for } k \geq 0, l < 0 \\ \hat{r}_{-k,-l}^* & \text{for } k \leq 0, \text{any } l \end{cases}$$

over a lag range of $|k| \leq M_1$ and $|l| \leq M_2$. 
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4.2 The FB Block-Toeplitz Estimate

The FB Block-Toeplitz covariance matrix is obtained by estimating the forward-backward block sample covariance matrices, $\hat{R}^b_k$, and then proceeding by building the full covariance matrix using its Block-Toeplitz structure to obtain $\hat{R}^b$. The $k$th block forward covariance matrix is estimated as (for $k = 0, \ldots, M_1$)

$$
\hat{R}^f_k = \frac{1}{N_1 N_2} \sum_{t=0}^{N_1-1-k} \sum_{s=0}^{N_2-1-M_2} \begin{bmatrix}
Z_{t,s} \\
\vdots \\
Z_{t+k,s+M_0}
\end{bmatrix} \begin{bmatrix}
Z^*_{t,s} \\
\vdots \\
Z^*_{t+k,s+M_0}
\end{bmatrix}.
$$

The forward-backward sample covariance matrix is obtained as

$$
\hat{R}^b_k = \frac{1}{2} \left( \hat{R}^f_k + \hat{J} \left( \hat{R}^f_k \right)^T \hat{J} \right).
$$

(22)

Note that, although $\hat{R}^b_k$ in (22) is not Toeplitz, it is persymmetric which also makes $\hat{R}^b_k$ persymmetric. Since $\hat{R}_k$ is persymmetric, one would expect that $\hat{R}^b_k$ is a better estimate of $\hat{R}_k$ than the non-persymmetric $\hat{R}^f_k$. We refer the reader to [30] for an analysis and a comparison between the use of the forward-only and the forward-backward sample covariance matrices for the 1-D Capon spectral estimator. Similar conclusions are expected to hold in the 2-D case considered here.

4.3 The Outer Product Estimate

The outer product sample covariance matrix is obtained by estimating the covariance matrix without taking its internal structure into account, i.e.,

$$
\hat{R} = \frac{1}{L_1 L_2} \sum_{k=0}^{L_1} \sum_{\ell=0}^{L_2} \text{vec}(Y_{k,\ell}) \text{vec}(Y_{k,\ell})^*.
$$

5 The 2-D Lattice Algorithm

In this section we present a novel 2-D lattice algorithm, that obtains $\{A_t\}$ and $Q$ directly from the data $\{Z_{k,\ell}\}$. This algorithm, which does not depend on an estimate of the covariance matrix $\hat{R}$, is an improvement over previous attempts to extend the linear prediction lattice-based 1-D techniques to two dimensions [16, 11, 17, 18]. In the 1-D case, the algorithm will reduce to the well-known Burg algorithm [19].
The generalized \((M_2 + 1) \times (N_2 - M_2)\) 2-D forward and backward linear prediction errors for a \(n\)th order model at sample index \(k\), for \(n \leq k \leq N_1 - 1\), are defined as

\[
\hat{e}_n^f(k) \triangleq X_k + \sum_{l=1}^{n} A_l^{(n)} X_{k-l}, \quad (23)
\]

\[
\hat{e}_n^b(k) \triangleq X_{k-n} + \sum_{l=1}^{n} \left( J \hat{A}_l^{(n)} J \right) X_{k-n+l}, \quad (24)
\]

where \(\{A_l\}\) are the \((M_2 + 1) \times (M_2 + 1)\) forward prediction matrices defined in (17), and where the \((M_2 + 1) \times (N_2 - M_2)\) Toeplitz data matrix at index \(k\) is defined as

\[
X_k \triangleq \begin{bmatrix}
Z_{k,M_2} & \cdots & Z_{k,2M_2} & \cdots & Z_{k,N_2-1} \\
\vdots & & \vdots & & \vdots \\
Z_{k,0} & \cdots & Z_{k,M_2} & \cdots & Z_{k,N_2-M_2-1}
\end{bmatrix}, \quad (25)
\]

where the dimensional constraint \(N_2 - M_2 \geq M_2 + 1\) enables the product \(X_k X_k^\top\) to be non-singular. Note that at order \(n = 0\), \(\hat{e}_0^f(k) = \hat{e}_0^b(k) = X_k\). Define the estimated 2-D forward and backward linear prediction squared errors as

\[
P_n^f \triangleq \frac{1}{N_1 - n} \sum_{k=n}^{N_1-1} \hat{e}_n^f(k) \left( \hat{e}_n^f(k) \right)^\top, \quad (26)
\]

\[
P_n^b \triangleq \frac{1}{N_1 - n} \sum_{k=n}^{N_1-1} \hat{e}_n^b(k) \left( \hat{e}_n^b(k) \right)^\top. \quad (27)
\]

A recursive 2-D lattice relationship may be developed between the 2-D forward and backward linear prediction matrix errors by using the order update of the WWRA, for \(k = 1, \ldots, n\) (c.f. (C.1) and (18))

\[
A_{k}^{(n+1)} = A_k^{(n)} + K_{n+1} \left( J \hat{A}_{n+1-k}^{(n)} J \right) \quad (28)
\]

where \(K_{n+1} = A_{n+1}^{(n+1)}\), the so-called 2-D reflection coefficient matrix [31], is the gain coefficient matrix of the 2-D generalized lattice filter. By substituting (28) into (23) and (24), we obtain

\[
\hat{e}_{n+1}^f(k) = \hat{e}_n^f(k) + K_{n+1} \hat{e}_n^b(k-1)
\]

\[
\hat{e}_{n+1}^b(k) = \hat{e}_n^b(k-1) + (J K_{n+1} J) \hat{e}_n^f(k). \quad (29)
\]
Making use of (17), as well as the identities (18) and (19), we note that
\[
E \left( P_n^f \right) = \left[ I \ A_1^{(n)} \ ... \ A_n^{(n)} \right] \mathbf{R} \left[ I \ A_1^{(n)} \ ... \ A_n^{(n)} \right]^T
= E \left( J \tilde{P}_n^b J \right),
\]
where \( \mathbf{R} \) is given in (4), with \( n = M_1 \). From (30), it can be seen that both \( E(P_n^f) \) and \( E(J \tilde{P}_n^b J) \) will have the prediction error autocovariances along their main diagonals. Thus, a least squares estimate of \( \mathbf{K}_{n+1} \) can be obtained by minimizing
\[
\text{tr} \left\{ P_{n+1}^{f+b} \right\},
\]
where
\[
P_{n+1}^{f+b} \triangleq P_n^f + J \tilde{P}_n^b J,
\]
as this will be equivalent with minimizing the sum of the prediction error autocovariances. This should be compared with the minimization criteria used in [11, 17], where \( \text{tr}(P_n^f + \tilde{P}_n^b) \) is instead minimized.

After substituting (29) into (26) and (27), the minimization in (31) only depends on the gain matrix, \( \mathbf{K}_{n+1} \). The value of \( \mathbf{K}_{n+1} \) that minimizes (31) can be shown to be [32]
\[
\mathbf{K}_{n+1} = - \left[ P_n^f + J \left( P_n^f \right)^T \right] \left[ P_n^f + J \tilde{P}_n^b J \right]^{-1}
= - \Delta_n \left[ J \tilde{P}_n^b J \right]^{-1},
\]
where
\[
\Delta_n \triangleq P_n^f + J \left( P_n^f \right)^T \mathbf{J}
\]
and
\[
P_n^b \triangleq \frac{1}{N_1 - n} \sum_{k=n}^{N_1-1} e_n^f(k) \left( e_n^b(k-1) \right)^T.
\]

Here, \( P_n^b \) is an estimate of the cross-correlation between the generalized forward and backward 2-D linear prediction errors, and (the persymmetric) \( \Delta_n \) is an approximation for the partial correlation matrix of the 2-D Yule-Walker solution. The sum of forward and backward 2-D squared errors
that minimizes the trace will then have the following recursive relationship between orders

\[
P_{n+1}^{f+b} = \left( P_{n+1}^{f+b} \right)^{s} \\
= P_{n}^{f+b} + K_{n+1} \hat{\Delta}_{n}^{s} \\
= P_{n}^{f+b} - \hat{\Delta}_{n} \left[ J P_{n}^{f+b} J \right]^{-1} \hat{\Delta}_{n}^{s}, \quad (37)
\]

By finally combining (26), (27), (36), (34), (37), (28) and (29), in that order, the algorithm is obtained. This algorithm constitutes the paper’s second main contribution.

6 Numerical Examples

We first study the computational complexity of the different methods. In our first example, the data matrix has been generated as the sum of four 2-D complex sinusoids (cisoids) corrupted by additive complex Gaussian white noise. The computational complexity is evaluated as the data matrix size, \( N_1 = N_2 \), varies. Figure 3(a) illustrates the computational complexity of the proposed spectral estimators for varying data matrix dimensions, as compared to the direct solution for the classical 2-D Capon spectral estimator, as given in (11), and the method in [5]. The figure shows the number of floating-point operations (flops) as measured by MATLAB for the calculation of the 2-D spectrum. As a comparison Figure 3(b) shows the computational requirements for computing the outer product sample covariance matrix for the classical 2-D Capon spectral estimator and the estimator in [5], and the \( \{ A_1 \} \) and \( Q \) matrices using the different approaches for all the other approaches based on Theorem 1. We note that there is a clear computational gain in using any of the spectral estimates based on Theorem 1 as compared to both the classical approach and the algorithm presented in [5]. In the example, the filter lengths were \( M_{1} = M_{2} = N_{1}/4 \), and the spectrum is zeropadded to length \( N_{w1} = N_{w2} = 4N_{1} \) (which means that the spectrum is evaluated using a \( 4N_{1} \times 4N_{1} \)-point 2-D FFT).

We will now proceed by studying the spectral resolutions achieved by the different methods. First, we use a 32 × 32 data matrix that consists of a sum of four cisoids corrupted by additive complex Gaussian white noise. The cisoids all have unit amplitude, a phase of \( \pi/4 \), and are located at \( f = (0.25, 0.25), (0, 0), (-0.25, 0), (0, -0.25) \). Figures 4(b)-(f) illustrate the resulting resolutions obtained by using the classical 2-D Capon estimate, the Toeplitz-Block-Toeplitz 2-D Capon estimate, the FB Block-Toeplitz 2-D
Capon estimate, the 2-D lattice Capon estimate and the 2-D Capon estimate of [5], respectively.

We note that there are significant differences between the different estimates. First, note that the 2-D classical Capon spectral estimate, based on the outer-product covariance matrix estimate, as shown in Figure 4(b), is seen to have a high frequency resolution but to provide a slightly biased amplitude estimates. This is well in accordance with the known fact that Capon will yield an amplitude estimate that is biased downwards [4, 24]. Next, the spectral estimate based on the Toeplitz-Block-Toeplitz estimated covariance matrix, as shown in Figure 4(c), is seen to give fairly wide peak estimates. Figure 4(d) shows that the spectrum based on FB Block-Toeplitz estimated covariance yields high resolution for one of the frequencies\(^1\) although with significantly worse amplitude estimates. The Capon estimate of [5] is shown in Figure 4(e), and the spectral estimate based on the 2-D lattice estimates is shown in Figure 4(f). The methods are seen to have similar resolution.

We conclude that the spectral estimate based on the \(A_i\) matrices as given by the 2-D lattice algorithm seems to give a better spectral estimate than the estimate given by the extended Yule-Walker solutions. This is well in accordance with the 1-D case, where the Yule-Walker algorithm's \(A_i\) estimates will result in lower resolution than estimates obtained by the Burg algorithm [35]. In the example, the filter lengths were \(M_1 = M_2 = N_1/4\), and the spectrum is zeropadded to length \(N_{\omega_1} = N_{\omega_2} = 4N_1\).

Finally, we consider synthetic aperture radar (SAR) imaging of a simulated MIG-25 airplane. The 32 \(
\times\) 32 data matrix was provided by the Naval Research Laboratory. Figures 5(a)-(d) show the 128 \(
\times\) 128 SAR images as obtained by the different methods, using \(M_1 = M_2 = 15\). We note that the proposed lattice-based 2-D Capon spectral estimate seems to give the clearest image.

\(^1\)This is due to the "row-averaging" in (3). See [33] for a further discussion on this phenomena, as well as [3, 34] for suggested remedies.
Figure 3: Computational complexity vs data matrix size \((N_1 = N_2)\) (a) Computation of the spectral estimates. (b) Computation of the outer product covariance matrix for the classical and the Liu et al Capon spectral estimators, and the \(A_i\) matrices for the others.
Figure 4: Illustration of the resolution and accuracy for the different spectral estimators. The estimates are plotted for fractions of the sampling frequency. (a) The true spectrum. (b) The classical 2-D Capon estimate. (c) The Toeplitz-Block-Toeplitz 2-D Capon estimate. (d) The FB Block-Toeplitz 2-D Capon estimate. (e) The 2-D Capon estimate of [5]. (f) The 2-D lattice Capon estimate.
Figure 5: Illustration of the resolution and accuracy for the different spectral estimators. (a) The 2-D Periodogram. (b) The Toeplitz-Block-Toeplitz 2-D Capon estimate. (c) The 2-D Capon estimate of [5]. (d) The 2-D lattice Capon estimate.
7 Conclusions

In this work we have presented an efficient implementation of the 2-D Capon spectral estimator. The derivation is based on the Gohberg-Heinig formula for the inverse of a Block-Toeplitz matrix. The so-obtained closed form expression of the inverse covariance matrix enables further simplifications of the 2-D Capon spectral estimator due to the highly structured problem formulation and the algorithm can be seen as a 2-D extension of the algorithm derived by Musicus [15] for the 1-D case. Our numerical simulations indicate a significant decrease in computational complexity as compared to the classical approach as well as the approach recently proposed by Liu et al [5], especially for larger matrix sizes.

Furthermore, we have presented a novel 2-D lattice algorithm to estimate the forward prediction matrices as well as the forward prediction error covariance matrix. The so-obtained estimates are found to produce a spectral estimate with high frequency resolution. Our numerical examples illustrate the improved resolution.
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A The Gohberg-Heinig formula

The Gohberg-Heinig formula, presented in [13] (see also [14]), is an extension of the well-known Gohberg-Semencul formula [36] (see also, e.g., [37]) to the Block-Toeplitz case. The formula is summarized below.

**Theorem 2 (The Gohberg-Heinig formula)**

Let $\mathbf{R}$ be the $(M_1 + 1)(M_2 + 1) \times (M_1 + 1)(M_2 + 1)$ non-singular Hermitian Block-Toeplitz matrix in (4). Then it holds that

$$
\mathbf{R}^{-1} = \mathbf{L}_A \mathbf{D}(\mathbf{Q}^{-1}) \mathbf{L}_A - \mathbf{L}_B \mathbf{D}(\mathbf{S}^{-1}) \mathbf{L}_B
$$

(A.1)

where $\mathbf{D}(\mathbf{Q}^{-1})$ is a block diagonal matrix with the matrix $\mathbf{Q}^{-1}$ along its diagonal,

$$
\mathbf{L}_A =
\begin{bmatrix}
\mathbf{I} & \mathbf{A}_1 & \cdots & \mathbf{A}_{M_1} \\
0 & \mathbf{I} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{A}_1 \\
0 & \cdots & 0 & \mathbf{I}
\end{bmatrix},
$$

$$
\mathbf{L}_B =
\begin{bmatrix}
0 & \mathbf{B}_{M_1} & \cdots & \mathbf{B}_1 \\
0 & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{B}_{M_1} \\
0 & \cdots & 0 & 0
\end{bmatrix},
$$

and where $\{\mathbf{A}_i\}$, $\{\mathbf{B}_i\}$, $\mathbf{Q}$ and $\mathbf{S}$ are the $(M_2 + 1) \times (M_2 + 1)$ forward and backward prediction matrices and the forward and backward prediction error covariance matrices of order $M_1$ as defined in (17).

**Proof:** See [13, 14].

Note that, by making use of the identities (18) and (19), the Gohberg-Heinig formula can, for a Toeplitz-Block-Toeplitz matrix, be expressed in terms of only the forward prediction matrices and the forward prediction error covariance matrix as

$$
\mathbf{R}^{-1} = \mathbf{L}_A \mathbf{D}(\mathbf{Q}^{-1}) \mathbf{L}_A - \mathbf{L}_A^* \mathbf{D}(\mathbf{Q}^{-1}) \mathbf{L}_A
$$

where

$$
\mathbf{L}_A =
\begin{bmatrix}
0 & (\mathbf{J}\mathbf{\tilde{A}}_{M_1}\mathbf{J}) & \cdots & (\mathbf{J}\mathbf{\tilde{A}}_1\mathbf{J}) \\
0 & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & (\mathbf{J}\mathbf{\tilde{A}}_{M_1}\mathbf{J}) \\
0 & \cdots & 0 & 0
\end{bmatrix},
$$
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\[ f_{\omega_1, \omega_2} = \sum_{p=0}^{M_1} \sum_{k=0}^{M_1} \sum_{l=0}^{M_1} a_{\omega_2}^s \left( A_{k-p}^s Q^{-1} A_{l-p} - \right. \\
- B_{M_1+1+p-l}^s S^{-1} B_{M_1+1+p-l} \left. \right) a_{\omega_2} e^{i\omega_1 (k-l)} \\
= \sum_{p=0}^{M_1} \sum_{l=0}^{M_1} \sum_{s=0}^{l} a_{\omega_2}^s \left( A_{l-p-s}^s Q^{-1} A_{l-p} - \right. \\
- B_{M_1+1+p-l+s}^s S^{-1} B_{M_1+1+p-l} \left. \right) a_{\omega_2} e^{i\omega_1 s}, \quad (B.1) \]

where the last equality has been obtained by substitution \( s = l - k \). Next, make substitution \( j = l - p \) in (B.1) to obtain

\[ f_{\omega_1, \omega_2} = \sum_{l=0}^{M_1} \sum_{s=-M_1}^{l} \sum_{j=0}^{l} a_{\omega_2}^s \left( A_{j-s}^s Q^{-1} A_{j} - \right. \\
- B_{M_1+1+s-j}^s S^{-1} B_{M_1+1-j} \left. \right) a_{\omega_2} e^{i\omega_1 s} \\
= \sum_{l=0}^{M_1} \sum_{s=-M_1}^{l} \sum_{j=0}^{l} a_{\omega_2}^s \left( A_{j-s}^s Q^{-1} A_{j} - \right. \\
- B_{M_1+1+s-j}^s S^{-1} B_{M_1+1-j} \left. \right) a_{\omega_2} e^{i\omega_1 s}, \quad (B.2) \]

where we have made use of the fact that the summand is zero for \( j < 0 \), and hence we can truncate the summation over \( j \) to the interval \([0, l]\). Furthermore, we have made use of the fact that since \( A_{j-s} = B_{M_1+1+s-j} = 0 \) for \( s > j \), we can extend the summation over \( s \) up to \( s = M_1 \). We proceed by writing (B.2) as

\[ f_{\omega_1, \omega_2} \triangleq T_1 + T_2, \]

where

\[ T_1 = \sum_{s=0}^{M_1} \rho_s e^{-i\omega_1 s} \]

\[ T_2 = \sum_{s=-M_1}^{-1} \rho_s e^{-i\omega_1 s} \]
and, where
\[
\mu_s \triangleq \sum_{l=0}^{M_1} \sum_{j=0}^{l} a^*_{\omega_2} \left( A^*_{j-s} Q^{-1} A_j - B^*_{M_1+1+s-j} S^{-1} B_{M_1+1-j} \right) a_{\omega_2}. \tag{B.3}
\]

As \( f_{\omega_1,\omega_2} = T_1 + T_2 \in \mathbb{R} \) for all \( \omega_1, \omega_2 \in [-\pi, \pi] \), it holds that
\[
0 = T_1 + T_2 - T_1^* - T_2^* \\
= \sum_{k=1}^{m} (\mu_k - \rho_k^s) e^{-i\omega_1 k} + (\rho_k - \mu_k^* e^{i\omega_1 k}
= \sum_{k=1}^{m} \alpha_k z^{-k} + \alpha^*_k z^k
= \sum_{k=0}^{2m} \gamma_k z^k \tag{B.4}
\]

where \( z \triangleq e^{i\omega_1}, \alpha_k \triangleq \mu_k - \rho_k^s \), and
\[
\gamma_k = \begin{cases} 
-\alpha^*_k \quad & k = M_1 + 1, \ldots, 2M_1 \\
0 \quad & k = M_1 \\
\alpha_k \quad & k = 0, \ldots, M_1 - 1 
\end{cases}
\]

The polynomial in (B.4) has, according to the fundamental theorem of algebra [38], exactly \( 2M_1 \) zeros, and as (B.4) holds for all \( \omega_1 \in [-\pi, \pi] \), and thus providing an infinite number of roots, it must hold that \( \gamma_k = 0 \). Thus,
\[
\mu_k = \rho_k^s
\]

which concludes that
\[
f_{\omega_1,\omega_2} = \sum_{s=-M_1}^{M_1} \mu_s e^{-i\omega_1 s}. \tag{B.5}
\]
Next, we proceed by noting that the summand in (B.3) does not depend on \( l \) and can thus be written as

\[
\mu_s = \sum_{j=0}^{M_1} (M_1 + 1 - j) a_{\omega_2}^s (A_{j-s}^s Q^{-1} A_j - B_{M_1+1+s-j}^s S^{-1} B_{M_1+1-j}) a_{\omega_2}
\]

\[
= \sum_{k=-s}^{M_1-s} (M_1 + 1 - k - s) a_{\omega_2}^s (A_k^s Q^{-1} A_{k+s}) a_{\omega_2} -
\]

\[
- \sum_{k=-s}^{M_1-s} (M_1 + 1 - k - s) a_{\omega_2}^s (B_{M_1+1-k}^s S^{-1} B_{M_1+1-k-s}) a_{\omega_2}
\]

\[
= \sum_{k=0}^{M_1+1} (M_1 + 1 - k - s) a_{\omega_2}^s (A_k^s Q^{-1} A_{k+s}) a_{\omega_2} -
\]

\[
- \sum_{l=1}^{M_1-s} l a_{\omega_2}^s (B_{l+s}^s S^{-1} B_l) a_{\omega_2}
\]

\[
= \sum_{k=0}^{M_1-s} (M_1 + 1 - k - s) a_{\omega_2}^s (A_k^s Q^{-1} A_{k+s}) a_{\omega_2} -
\]

\[
- k a_{\omega_2}^s (B_{k+s}^s S^{-1} B_k) a_{\omega_2} \quad (B.6)
\]

where the second equality has been obtained by substituting \( j = k + s \). Furthermore, the third equation is obtained by again noting that \( A_k = 0 \) for \( k < 0 \), as well as substituting \( l = M_1 + 1 - k - s \) in the second summation, and the fourth equality is obtained by noting that \( B_k = 0 \) for \( k > M_1 \). Next, we make use of (18) and (19) to rewrite

\[
a_{\omega_2}^s (B_{k+s}^s S^{-1} B_k) a_{\omega_2} = a_{\omega_2}^s (J A_{k+s}^T Q^{-1} A_k J) a_{\omega_2}
\]

\[
= a_{\omega_2}^s J (A_k^s Q^{-1} A_{k+s})^T J a_{\omega_2}
\]

\[
= a_{\omega_2}^s e^{i\omega_2 M_l} (A_k^s Q^{-1} A_{k+s})^T e^{-i\omega_2 M_l} a_{\omega_2}
\]

\[
= a_{\omega_2}^s (A_k^s Q^{-1} A_{k+s}) a_{\omega_2}. \quad (B.7)
\]

Making use of (B.7), we then rewrite (B.6) as

\[
\mu_s = \sum_{k=0}^{M_1-s} (M_1 + 1 - 2k - s) a_{\omega_2}^s (A_k^s Q^{-1} A_{k+s}) a_{\omega_2}. \quad (B.8)
\]

Next, we make use of the following result:
Theorem 3
Let \( \Lambda = \{ \Lambda_{i,j} \} \in \mathbb{C}^{(M+1) \times (M+1)} \) and let \( \mathbf{a}_{\omega_2} = \begin{bmatrix} 1 & e^{-i \omega_2} & \ldots & e^{-i M \omega_2} \end{bmatrix}^T \), then
\[
\mathbf{a}_{\omega_2}^* \Lambda \mathbf{a}_{\omega_2} = \sum_{s=-M}^{M} \psi_s \mathbf{a}_{\omega_2} \psi_s \text{e}^{i \omega_2 s},
\]
where
\[
\psi_s = \sum_{k=\max(0,s)}^{\min(M+s,M)} \Lambda_{k,k-s}.
\]
If \( \Lambda \) is Hermitian, then \( \psi_s = \overline{\psi}_{-s} \).

Proof: See [39]. \( \square \)

We can thus rewrite \( \mu_s \) in (B.8) as
\[
\mu_s = \sum_{k=0}^{M_1-s} (M_1 + 1 - 2k - s) \sum_{p=-M_2}^{M_2} \Psi(s, k, p) e^{i \omega_2 p}
\]
\[
= \sum_{p=-M_2}^{M_2} \Theta(s, p) e^{i \omega_2 p} \tag{B.9}
\]
where
\[
\Theta(s, p) = \sum_{k=0}^{M_1-s} (M_1 + 1 - 2k - s) \Psi(s, p, k) \tag{B.10}
\]
and where
\[
\Psi(s, p, k) = \frac{\min(M_2+p, M_2)}{\Psi(s, p, k)} \sum_{l=\max(0,p)}^{\min(M_2+p, M_2)} [A^*_k Q^{-1} A_{k+s}]_{l,l-p}. \tag{B.11}
\]
Finally, by combining (B.11) with (B.5), (B.9) and (B.10), the proof is concluded. \( \square \)
C The Whittle-Wiggins-Robinson algorithm

The Whittle-Wiggins-Robinson algorithm (WWRA) [20, 21] is the extension to the multivariate case of the Levinson-Durbin algorithm. For more details on the WWRA algorithm, see, e.g., [28]. The algorithm is summarized below:

(a) Initialization:

\[
Q_0 = S_0 = R_0 \\
P_1 = R_1
\]

(b) Order update: (for \( n = 0, \ldots, M_f \))

\[
P_n = R_{n+1} + A_1^{(n)} R_n + \ldots + A_n^{(n)} R_1
\]

\[
\begin{pmatrix}
I & A_1^{(n+1)} & \cdots & A_n^{(n+1)} & A_{n+1}^{(n+1)} \\
B_1^{(n+1)} & B_2^{(n+1)} & \cdots & B_n^{(n+1)} & I
\end{pmatrix}
\]

\[
= \left( \begin{pmatrix}
I & -P_n S_n^{-1} \\
P_n S_n^{-1} & I
\end{pmatrix} \right)
\begin{pmatrix}
I & A_1^{(n)} & \cdots & A_n^{(n)} & 0 \\
0 & B_1^{(n)} & \cdots & B_n^{(n)} & I
\end{pmatrix}
\]

\[
Q_{n+1} = Q_n - P_n S_n^{-1} P_n^t
\]

\[
S_{n+1} = S_n - P_n^t Q_n^{-1} P_n
\]
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