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Abstract

An intrusive stochastic projection method for two-phase time-dependent flow subject to uncertainty is presented. Numerical experiments are carried out assuming uncertainty in the interface location, but the framework generalizes to uncertainty with known distribution in other input data. Uncertainty is represented through a truncated multiwavelet expansion.

We assume that the discontinuous features of the solution are restricted to sub-domains in the computational domain and use a high-order method for the smooth regions coupled weakly through interfaces with a robust shock capturing method for the non-smooth regions.

The discretization of the non-smooth region is based on a generalization of the HLL flux, and have many properties in common with its deterministic counterpart. It is simple and robust, and captures the statistics of the shock. The discretization of the smooth region is carried out with high-order finite-difference operators satisfying a summation-by-parts property.

1 Introduction

Physical models in computational fluid dynamics can be extended with stochastic models to represent uncertainty in governing equations or input parameters, including e.g. boundary
and initial conditions, geometry and rates of reaction, diffusion and advection. One can distinguish between non-intrusive methods, where existing deterministic numerical solvers are called with a range of input values, and intrusive methods, resulting in a modified problem that is larger than the original deterministic problem, but only needs to be solved once. Despite the increased complexity of the reformulated problem, it has the potential to result in reduced computational cost compared to that of non-intrusive methods, such as Monte Carlo methods or stochastic numerical integration methods.

A stochastic two-phase problem in one spatial dimension is investigated as a first step towards developing an intrusive method for shock-bubble interaction with generic uncertainty in the input parameters. So et al [23] investigated a two-dimensional two-phase problem subject to uncertainty in bubble deformation and contamination of the gas bubble, based on the experiments in [10]. The eccentricity of the elliptic bubble and the ratio of air-helium of the bubble were assumed to be random variables, and quantities of interest were obtained by numerical integration in the stochastic range (stochastic collocation). Previous work on uncertainty quantification for multi-phase problems include petroleum reservoir simulations with stochastic point collocation methods where deterministic flow solvers are evaluated at stochastic collocation points [17] and Karhunen-Loève expansions combined with perturbation methods [4].

We assume uncertainty in the location of the material interface, which requires a stochastic representation of all flow variables. Stochastic quantities are represented as generalized chaos series, that could be either global as in the case of generalized polynomial chaos [28], or localized, see e.g. [6]. For robustness, we use a generalized chaos expansion with multiwavelets to represent the solution in the stochastic dimension [21]. It should be noted that this basis is global, so the method is fully intrusive. However, the basis is hierarchically localized in the sense that multiwavelets belonging to the same resolution level are grouped into families with non-overlapping support. These features makes it suitable for approximating discontinuities in the stochastic space without the emergence of spurious oscillations that occur in the case of global polynomial bases.

The stochastic Galerkin method is applied to the stochastic two-phase formulation, resulting in a finite-dimensional deterministic system that shares many properties with the original deterministic problem. The regularity properties of the stochastic problem are essential in the design of an appropriate numerical method. Chen et al studied the steady-state inviscid Burgers’ equation with a source term [5]. We used a similar approach for the inviscid Burgers’ equation with uncertain boundary conditions and also analyzed the regularity of low-order stochastic Galerkin approximations of the problem [19]. Schwab and Tokareva analyzed regularity of scalar hyperbolic conservation laws and a linearized version of the Euler equations with uncertain initial profile [22].

The stochastic Galerkin problem is hyperbolic. This generalized and extended two-phase problem is solved with a hybrid method coupling the continuous phase region with the discontinuous phase region through a numerical interface. The non-smooth region is solved with the HLL-flux and MUSCL-reconstruction in space. The minmod flux limiter is employed in the numerical experiments displayed below.

Finite-difference operators in summation-by-parts (SBP) form are used for the high-
order spatial discretization. A symmetrized problem formulation that generalizes the energy estimates in [8] for the Euler equations is used for the stochastic Galerkin system. The coupling between the different solution regions is performed with a weak imposition of the interface conditions through an interface using a penalty technique [3]. A fourth order Runge-Kutta method is used for the integration in time.

2 Representation of uncertainty

The polynomial chaos framework for uncertainty quantification introduced in [9] and generalized in [28] is used to represent uncertainty in the input parameters of the governing equations. Let \(\omega\) be an outcome of a probability space \((\Omega, \mathcal{A}, P)\), with event space \(\Omega\), \(\sigma\)-algebra \(\mathcal{A}\), and probability measure \(P\). Let \(\xi = \{\xi_j(\omega)\}_{j=1}^N\) be a set of \(N\) i.i.d. random variables for \(\omega \in \Omega\). Each random variable \(\xi_j\) is a mapping from the event space to \(\mathbb{R}\). For the cases presented here, \(N = 1\) i.e. a single source of uncertainty is assumed but the framework can be generalized to multiple sources of uncertainty.

Consider a generalized chaos basis \(\{\psi_i(\xi)\}_{i=0}^\infty\) spanning the space of second order (i.e. finite variance) random processes on this probability space. The basis functions are assumed to be orthonormal,

\[
\langle \psi_i \psi_j \rangle = \int_{\Omega} \psi_i(\xi) \psi_j(\xi) d\mathcal{P}(\xi) = \delta_{ij},
\]

where \(\delta_{ij}\) is the Kronecker delta. Second order random fields \(u(x, t, \xi)\) can be expressed as

\[
u(x, t, \xi) = \sum_{i=0}^\infty u_i(x, t) \psi_i(\xi).
\]

Independent of the choice of orthogonal basis \(\{\psi_i\}_{i=0}^\infty\), we can express mean and variance of \(u(x, t, \xi)\) as

\[
E(u(x, t, \xi)) = \int_{\Omega} u(x, t, \xi) d\mathcal{P}(\xi) = u_0(x, t),
\]

and

\[
\text{Var}(u(x, t, \xi)) = \int_{\Omega} (u(x, t, \xi) - E(u(x, t, \xi)))^2 d\mathcal{P}(\xi) = \sum_{i=1}^\infty u_i^2(x, t),
\]

respectively.

In the context of the stochastic Galerkin method, (1) is truncated to \(M + 1\) terms, and we set

\[
u(x, t, \xi) \approx \sum_{i=0}^M u_i(x, t) \psi_i(\xi).
\]

The truncated generalized chaos solution converges to the exact solution as \(M \to \infty\) in the \(L_2(\Omega, \mathcal{P})\) norm.
2.1 Multiwavelet expansion

Hyperbolic problems exhibit sharp gradients and shocks, for which polynomial representations are prone to fail, see e.g. [14, 15]. For robustness, we follow the approach of [16] and use piecewise polynomial multiwavelets (MW), defined on sub-intervals of $[-1,1]$. The construction of a truncated MW basis follows the algorithm in [2].

Wavelets are defined hierarchically on different resolution levels, representing successively finer features of the solution with increasing resolution. They have non-overlapping support within each resolution level, and in this sense they are localized. Still, the basis is global due to the overlapping support of wavelets belonging to different resolution levels. Piecewise constant wavelets, denoted Haar wavelets, do not exhibit spectral convergence, but avoid the Gibbs phenomenon in the proximity of discontinuities in the stochastic dimension.

Starting with the space $V_{N_p}$ of polynomials of degree at most $N_p$ defined on the interval $[-1,1]$, the construction of multiwavelets aims at finding a basis of piecewise polynomials for the orthogonal complement of $V_{N_p}$ in the space $V_{N_p+1}$ of polynomials of degree at most $N_p+1$. Merging the bases of $V_{N_p}$ and that of the orthogonal complement of $V_{N_p}$ in $V_{N_p+1}$, we obtain a piecewise polynomial basis for $V_{N_p+1}$. Continuing the process of finding orthogonal complements in spaces of increasing degree of piecewise polynomials, leads to a basis for $L^2([-1,1])$.

We first introduce a smooth polynomial basis on $[-1,1]$. Let $\{L_e_i(\xi)\}_{i=0}^{\infty}$ be the set of Legendre polynomials that are defined on $[-1,1]$ and orthogonal with respect to the uniform measure. The normalized Legendre polynomials are defined recursively by

$$
L_{e_{i+1}}(\xi) = \sqrt{2i+3} \left( \frac{\sqrt{2i+1}}{i+1} \xi L_{e_i}(\xi) - \frac{i}{(i+1)(2i+1)} L_{e_{i-1}}(\xi) \right), \quad i \geq 1,
$$

$$
L_{e_0}(\xi) = 1, \quad L_{e_1}(\xi) = \sqrt{3}\xi.
$$

The set $\{L_{e_i}(\xi)\}_{i=0}^{N_p}$ is an orthonormal basis for $V_{N_p}$.

Following the algorithm by Alpert [2], we construct a set of mother wavelets $\{\psi^W_i(\xi)\}_{i=0}^{N_p}$ defined on the domain $\xi \in [-1,1]$, where

$$
\psi_i^W(\xi) = \begin{cases} 
p_i(\xi) & -1 \leq \xi < 0 \\
(-1)^{N_p+i+1} p_i(\xi) & 0 \leq \xi < 1 \\
0 & \text{otherwise} 
\end{cases}
$$

(2)

where $p_i(\xi)$ is an $i^{th}$ order polynomial. By construction, the set of wavelets $\{\psi_i^W(\xi)\}_{i=0}^{N_p}$ are orthogonal to all polynomials of order at most $N_p$, hence the wavelets are orthogonal to the set $\{L_{e_i}(\xi)\}_{i=0}^{N_p}$ of Legendre polynomials of order at most $N_p$. Based on translations and dilations of (2), we get the wavelet family

$$
\psi_{i,j,k}^W(\xi) = 2^{j/2} \psi_i^W(2^i \xi - k), \quad i = 0, \ldots, N_p, \quad j = 0,1,\ldots, \quad k = 0,\ldots, 2^j-1.
$$

Let $\psi_m(\xi)$ for $m = 0, \ldots, N_p$ be the set of Legendre polynomials up to order $N_p$, and concatenate the indices $i, j, k$ into $m = (N_p+1)(2^j+k-1)+i$ so that $\psi_m(\xi) \equiv \psi_{i,j,k}^W(\xi)$ for
With the MW basis \( \{ \psi_m(\xi) \}_{m=0}^{\infty} \) we can represent any random variable \( u(x,t,\xi) \) with finite variance as
\[
u(x,t,\xi) = \sum_{m=0}^{\infty} u_m(x,t) \psi_m(\xi),
\]
which is of the form (1). In the computations, we truncate the MW series both in terms of the piecewise polynomial order \( N_p \) and the resolution level \( N_r \). With the index \( j = 0, \ldots, N_r \), we retain \( M + 1 = (N_p + 1)^{2^j} \) terms of the MW expansion.

![Multiwavelets for \( N_p = 2, N_r = 3 \). Resolution level 0 consists of the first \( N_p + 1 \) Legendre polynomials and their orthogonal complement. Resolution level \( j > 0 \) contains \( (N_p + 1)^{2^j} \) wavelets each. Each basis function is a piecewise polynomial of order \( N_p \).](image)

### 3 Two-phase flow problem

We assume two phases with volume fractions \( \alpha \) and \( \beta = 1 - \alpha \) on the domain \( x \in [0,1] \), governed by the advection equation
\[
\frac{\partial}{\partial t} \alpha + v'(x,t) \frac{\partial}{\partial x} \alpha = 0,
\]
where we let \( v'(x,t) = v(x,t) \) be the advective velocity obtained from the conservative Euler system below. The Euler equations determine the conservation of masses \( \alpha \rho_a \) and \( \beta \rho_b \), momentum \( \rho v \), and total energy \( E \) of the two phases through
\[
\frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} = 0,
\]
where

\[
\begin{bmatrix}
\alpha \rho \\
\beta \rho \\
\rho v \\
E
\end{bmatrix},
\begin{bmatrix}
\alpha \rho v \\
\beta \rho v \\
\rho v^2 + p \\
(E + p)v
\end{bmatrix}.
\]

(5)

We assume that the pressure \( p \) is given by the perfect gas equation of state for two phases

\[
p = (\gamma - 1) \left( E - \frac{1}{2} \rho v^2 \right), \quad \gamma = \frac{\alpha}{\gamma_\alpha + \frac{\beta}{\gamma_\beta}},
\]

where \( \gamma \) denotes the ratio of specific heats. The total density is given by \( \rho = \alpha \rho_\alpha + \beta \rho_\beta \).

Note that the sum of the first and second equations of (4) is the standard mass conservation of the Euler equations. Thus, an equivalent formulation is the Euler equations supplemented with an extra mass conservation equation for one of the phases \( \alpha \) and \( \beta \).

We investigate the Riemann problem defined by the initial conditions

\[
\begin{bmatrix}
\alpha \\
\alpha \rho \\
\beta \rho \\
\rho v \\
E
\end{bmatrix}^T = \begin{cases}
(1, 1, 0, 0, 2.5)^T & x < x_0 + \xi \\
(0, 0, 0.125, 0, 0.25)^T & x > x_0 + \xi
\end{cases},
\]

(6)

where \( \xi \) is a parametrization of the measured or modeled uncertainty in the initial membrane location. Despite the seemingly simple nature of the initial condition, the MW series of the initial condition has an infinite number of non-zero terms. Thus, stochastic truncation error is an issue already at \( t = 0 \).

The stochastic Galerkin formulation of the two-phase problem is obtained by multiplying (3) and (4) by each one of the basis functions \( \psi_i(\xi) \), and integrating with respect to the probability measure \( P \) over the range of \( \xi \). Initial functions are obtained by projection of (6) onto the basis functions \( \psi_i(\xi) \). The MW expansion is truncated to \( M + 1 \) terms and we get the systems for the MW coefficients

\[
\frac{\partial}{\partial t} \alpha_k + \sum_{i=0}^{M} \sum_{j=0}^{M} v_i \frac{\partial}{\partial x} \alpha_j \langle \psi_i \psi_j \psi_k \rangle = 0, \quad k = 0, ..., M,
\]

(7)

\[
\beta_k = \delta_{k0} - \alpha_k, \quad k = 0, ..., M,
\]

(8)

and

\[
\frac{\partial}{\partial t} \begin{bmatrix}
(\alpha \rho_\alpha)_k \\
(\beta \rho_\beta)_k \\
(\rho v)_k \\
E_k
\end{bmatrix} + \frac{\partial}{\partial x} \begin{bmatrix}
\sum_{i=0}^{M} \sum_{j=0}^{M} (\alpha \rho_\alpha)_i v_j \langle \psi_i \psi_j \psi_k \rangle \\
\sum_{i=0}^{M} \sum_{j=0}^{M} (\beta \rho_\beta)_i v_j \langle \psi_i \psi_j \psi_k \rangle \\
\sum_{i=0}^{M} \sum_{j=0}^{M} (\rho v)_i v_j \langle \psi_i \psi_j \psi_k \rangle + p_k \\
\sum_{i=0}^{M} \sum_{j=0}^{M} (E_i + p_i) v_j \langle \psi_i \psi_j \psi_k \rangle
\end{bmatrix} = 0, \quad k = 0, ..., M.
\]

(9)

MW expansions for e.g. the pressure can be updated from the MW of the conservative variables, and then be inserted into the fluxes. We use a pseudo-spectral approximation of high-order stochastic products for the pressure update. In the computation of e.g. the order
\[ M \text{ product } z(\xi) = \sum_{k=0}^{M} z_k \psi_k \text{ of three stochastic variables } a(\xi), b(\xi), c(\xi), \text{ for } k = 0, \ldots, M, \]

we use the approximation

\[
z_k = (a(\xi)b(\xi)c(\xi))_k = \left\langle \left( \sum_{i=0}^{M} a_i \psi_i(\xi) \right) \left( \sum_{j=0}^{M} b_j \psi_j(\xi) \right) \left( \sum_{l=0}^{M} c_l \psi_l(\xi) \right) \psi_k(\xi) \right\rangle
\]

\[
= \sum_{i=0}^{M} \sum_{j=0}^{M} \sum_{l=0}^{M} \langle \psi_i \psi_j \psi_k \psi_l \rangle a_i b_j c_l \approx \sum_{i=0}^{M} \sum_{m=0}^{M} \langle \psi_i \psi_m \psi_k \psi_l \rangle a_i \sum_{j=0}^{M} \sum_{l=0}^{M} \langle \psi_j \psi_l \psi_m \psi_k \rangle b_j c_l
\]

\[
\equiv (a * b * c)_k, \quad (10)
\]

where the pseudo-spectral product \( y = a * b \) of order \( M \) is defined by

\[
y^M_k = (a * b)_k = \sum_{i=0}^{M} \sum_{j=0}^{M} \langle \psi_i \psi_j \psi_k \psi_l \rangle a_i b_j, \quad k = 0, \ldots, M. \quad (11)
\]

In matrix notation, we can express (11) as

\[
y^M = A(a^M)b^M, \quad (12)
\]

where \( y^M = (y_0, \ldots, y_M)^T \) is the vector of MW coefficients of \( z \) and \( [A(a^M)]_{j+1,k+1} = \sum_{i=0}^{M} \langle \psi_i \psi_j \psi_k \psi_l \rangle a_i \). By successively applying (12), we obtain approximations of a range of stochastic functions including polynomials, square roots and inverse quantities.

## 4 Smoothness properties of the solution

### 4.1 Analytical solution

The exact solutions to (3) and (4) subject to (6) can be determined analytically, and are discontinuous for all times. The conservation law (4) is a straightforward extension of the Sod test case for shock tube problems and its exact piecewise smooth solution can be found in [24]. The solution consists of five distinct smooth regions (denoted \( u_L, u_{\text{exp}}, u_{2}, u_{1} \) and \( u_R \)), and the discontinuities may be found at the interfaces between the different regions. Assume that the initial interface location is \( x_0 = x_0 + \xi \) as given in (6). We can then express the deterministic solution for any fixed \( \xi \) as a piecewise smooth solution, separated by the four spatial points

\[
x_1(t, \xi) = x_0 + \xi - \sqrt{\frac{p_L}{\rho_L}} t \\
x_2(t, \xi) = x_0 + \xi + \left( v_2 - \frac{\sqrt{p_2}}{\rho_2} \right) t \\
x_3(t, \xi) = x_0 + \xi + v_2 t \\
x_4(t, \xi) = x_0 + \xi + M_s t, \quad (16)
\]
where $M_s$ is the Mach number of the shock.

Any given value of $\xi$ will determine the location of the different regions of piecewise continuous solutions, so the true stochastic solution can be expressed as a function of $\xi$ and the variables of the true deterministic solution. In the $x$-$t$-\(\xi\)-space, all solution discontinuities are defined by triplets $(x, t, \xi)$ satisfying (13) - (16). The solution regions are depicted in Figure 2 (left) for any fixed value of $\xi$.

For any point $x$, the solution regions can be defined as functions of $\xi$ and $t$. This is shown in Figure 2 (right), where the points in the stochastic dimension separating the different solutions regions are given by

\[
\begin{align*}
\xi_1(x, t) &= x - x_0 + \sqrt{\gamma \rho_L p_L t} \\
\xi_2(x, t) &= x - x_0 - (v_2 - \sqrt{\gamma \rho_2 p_2}) t \\
\xi_3(x, t) &= x - x_0 - v_2 t \\
\xi_4(x, t) &= x - x_0 - M_s t.
\end{align*}
\]

The solution can be written

\[
u(x, t, \xi) = u(L)\mathbb{1}_{\{\xi \leq \xi_1\}} + u(\text{exp})(x - \xi)\mathbb{1}_{\{\xi_2 \leq \xi \leq \xi_1\}} + u(2)\mathbb{1}_{\{\xi_3 \leq \xi \leq \xi_2\}} + u(1)\mathbb{1}_{\{\xi_4 \leq \xi \leq \xi_3\}} + u(R)\mathbb{1}_{\{\xi \leq \xi_4\}}
\]

where the indicator function $\mathbb{1}_{\{A\}}$ of a set $A$ is defined by $\mathbb{1}_{\{A\}}(\xi) = 1$ if $\xi \in A$ and zero otherwise.

Note that if the range of $\xi$ is bounded, some solution states may not occur with non-zero probability for an arbitrary $x$. The situation shown in Figure 2 (right) requires a sufficiently large range of $\xi$, or, equivalently, that $x$ is sufficiently close to $x_0$. The expression (21) is always true however.

Figure 2: Schematic representation of the solution of the two-phase problem. Solution regions in the $x$–$t$ space for a fixed $\xi$ (left), and solution regions in $\xi$–$t$ space for a fixed $x$ (right).
4.2 The stochastic modes

The solutions of (3) and (4) for fixed values of $\xi$ are discontinuous, but the *stochastic modes* (multiwavelet coefficients) are continuous. To see this, we proceed from the solution (21) to derive exact expressions for the stochastic modes. We assume that the probability measure $P$ has a probability density $\tilde{p}$. The $k^{th}$ mode $u_k$ is given by the projection of (21) on $\psi_k(\xi)$,

$$u_k(x,t) = \int_{\Omega} u(x,t,\xi)\psi_k(\xi)\tilde{p}(\xi)d\xi = u(L)\int_{\xi_1}^{\infty} \psi_k(\xi)\tilde{p}(\xi)d\xi + \int_{\xi_1}^{\xi_2} u_{(exp)}(x-\xi)\psi_k(\xi)\tilde{p}(\xi)d\xi + \int_{\xi_2}^{\xi_3} \psi_k(\xi)\tilde{p}(\xi)d\xi + u(1)\int_{\xi_3}^{\xi_4} \psi_k(\xi)\tilde{p}(\xi)d\xi + v(R)\int_{-\infty}^{\xi_4} \psi_k(\xi)\tilde{p}(\xi)d\xi. \quad (22)$$

The density $\tilde{p}$ and multiwavelet $\psi_k$ are at least piecewise continuous functions, so by (22) $u_k \in C^0$. Now assume that the parametrization $\xi$ of the uncertainty in the location of the initial discontinuity has a probability density $\tilde{p} \in C^s(\mathbb{R})$ for some degree of regularity $s \in \mathbb{N}$. There exists a set $\{\psi_i\}_{i=0}^{\infty}$ of polynomials that are orthogonal with respect to $\tilde{p}$. With this choice of basis functions, we may differentiat $(22)$ with respect to $x$,

$$\frac{\partial}{\partial x}u_k = -u(L)\psi_k(\xi_1)\tilde{p}(\xi_1) + u_{(exp)}(x-\xi_1)\psi_k(\xi_1)\tilde{p}(\xi_1) - u_{(exp)}(x-\xi_2)\psi_k(\xi_2)\tilde{p}(\xi_2)$$

$$+ \int_{\xi_2}^{\xi_3} u_{(exp)}'(x-\xi)\psi_k(\xi)\tilde{p}(\xi)d\xi + u(2)\psi_k(\xi_2)\tilde{p}(\xi_2) - u(2)\psi_k(\xi_3)\tilde{p}(\xi_3)$$

$$+ u(1)\psi_k(\xi_3)\tilde{p}(\xi_3) - u(1)\psi_k(\xi_4)\tilde{p}(\xi_4) + v(R)\psi_k(\xi_4)\tilde{p}(\xi_4) \quad (23)$$

where we used that $\partial\xi_i/\partial x = 1$, $i = 1, 2, 3, 4$. In fact, $u_k(x,t)$ as given by (22) is $s+1$ times differentiable in $x$ or $t$ for $t > 0$ and $u_k \in C^{s+1}$.

**Remark 1.** *Note that the smoothness of $u_k$ in $x$ and $t$ ultimately depends on the smoothness of $\tilde{p}$ and the choice of basis functions $\{\psi_i\}_{i=0}^{\infty}$, which are all functions of $\xi$. In contrast, for any fixed value of $\xi$, the solution $u(x,t,\xi)$ is discontinuous in the spatial and temporal dimensions, no matter the smoothness of $\tilde{p}$ and $\{\psi_i\}_{i=0}^{\infty}$.**

4.3 The stochastic Galerkin solution modes

We investigated the smoothness properties of the stochastic modes of the original problems problem (3) and (4) above, but in all actual computations we solve the modified stochastic Galerkin approximation (7)-(9). For low-order MW approximations ($\text{small } M$), the smoothness properties are very different from those derived above. For instance, the $M = 0$ approximation is the deterministic two-phase problem with its characteristic discontinuous solution profile. First order gPC approximations using a group of orthogonal polynomials and multiwavelets results in linear combinations of deterministic two-phase problems. In terms of regularity, these problems are clearly equivalent to the deterministic problem. Higher order
MW or gPC approximations result in large nonlinear stochastic Galerkin problems that in general cannot be diagonalized into a set of deterministic two-phase problems. Due to their nonlinear nature, we expect these problems to develop discontinuities. However, it is a reasonable assumption that the solution converges to the solution of (4). Hence, we assume that the discontinuities get weaker with the order of gPC expansion so that high-order MW approximations have regularity properties that approach the smoothness properties of the analytical stochastic modes.

We have analyzed smoothness of the particular problem of uncertain initial location of the shock in the Riemann problem (6). An essential feature of the analysis was that for \( t > 0 \), the locations of the discontinuities become stochastic. If this were not the case, the the polynomial chaos coefficients would not be smooth. Thus, for any given set of initial conditions, smoothness should be analyzed in order to determine about an appropriate numerical method.

In order to solve (7)-(9) numerically for arbitrary order \( M \) of MW expansion (that may vary in space depending on the smoothness of the solution), we need shock-capturing methods that can account for the discontinuities that are expected due to the stochastic truncation. In regions away from the discontinuities, the solution is at least as smooth as the corresponding deterministic problem and high-order methods in combination with smooth polynomial stochastic basis functions are more suitable. In the next section, we present a method which combines high-order and shock-capturing methods for the stochastic Galerkin systems.

5 Numerical method

The computational domain is divided into regions of smooth behavior of the solution, and regions of sharp variation. At this stage, these are assumed to be known a priori and do not change with time. However, the methodology may be extended to time-dependent regions, see [7]. A fourth-order Runge-Kutta method is used for the time integration.

5.1 Summation-by-parts operators

The smooth regions are discretized using a high-order finite difference method based on SBP operators. Boundary conditions are imposed weakly through penalty terms, where the penalty parameters are chosen such that the numerical method is stable. Operators of order \( 2n, n \in \mathbb{N} \), in the interior of the domain are combined with boundary closures of order of accuracy \( n \).

The first derivative SBP operator was introduced in [13, 25]. Let \( \mathbf{u} \) denote the uniform spatial discretization of \( u \). For the first derivative, we use the approximation \( u_x \approx P^{-1}Q\mathbf{u} \), where subscript \( x \) denotes partial derivative and \( Q \) satisfies

\[
Q + Q^T = \text{diag}(-1, 0, \ldots, 0, 1) \equiv \tilde{B}.
\]  

Additionally, \( P \) must be symmetric and positive definite in order to define a discrete norm. For the proof of stability, \( P \) must be diagonal.
5.2 HLL Riemann solver

In the non-smooth regions, MUSCL-type flux limiting [27] is used for the reconstruction of the left and right states of the conservative fluxes and the advection of the volume fractions. For the conservative problem (4), we employ the HLL Riemann solver introduced by Harten et. al. [12],

\[
F_{j+\frac{1}{2}} = \begin{cases} 
    f(u^L_{j+\frac{1}{2}}) & \text{if } S_L \geq 0 \\
    \frac{S_R f(u^L_{j+\frac{1}{2}}) - S_L f(u^R_{j+\frac{1}{2}}) + S_L S_R (u^R_{j+\frac{1}{2}} - u^L_{j+\frac{1}{2}})}{S_R - S_L} & \text{if } S_L < 0 < S_R \\
    f(u^R_{j+\frac{1}{2}}) & \text{if } S_R \leq 0
\end{cases}
\]

where \( S \) denotes the fastest signal velocities. These are taken as estimates of the maximum and minimum eigenvalues of the Jacobian of the flux. In the deterministic case, the eigenvalues of the Jacobian are known analytically, so the method is inexpensive. For the stochastic Galerkin system, analytical expressions are not available, and numerical approximations of the eigenvalues are used instead. In general, obtaining accurate eigenvalue estimates may be computationally costly. However, for the piecewise constant and piecewise linear multiwavelet expansion, we have explicit expressions for the system eigenvalues due to the constant eigenvectors of the inner triple product matrices \( A \) given by (12), see [20].

The HLL-flux approximates the solution by assuming three states separated by two waves. In the deterministic case, this approximation is known to fail in capturing contact discontinuities and material interfaces [26]. The stochastic Galerkin system is a multiwave generalization of the deterministic case, and similar problems in capturing missing waves are expected. However, by applying flux limiters (minmod) in the same way as in the MUSCL scheme with Roe flux, sharp features of the solution are recovered.

The HLL-flux and MUSCL reconstruction is applied to solve the conservative problem (9). The (standard) MUSCL scheme is used to solve the advection problem (7) in the regions where the solution is expected to be non-smooth.

5.3 Hybrid scheme

Numerical interfaces can be designed for stable coupling of problems solved separately using SBP operators. The MUSCL scheme can be rewritten in SBP operator form with an artificial dissipation term [1] and can therefore be coupled with other schemes using SBP operators [7]. The coupling requires the artificial dissipation to be zero at the interface in order to enable energy estimates.

The computational domain is divided into a left smooth solution region and a right non-smooth solution region that are weakly coupled with an interface. The leftmost lying part of the right region is a transition region where a second order one-sided SBP scheme is applied that transitions into the HLL-MUSCL scheme. In this way, there is a stable coupling between the high-order SBP scheme of the left domain and the second order SBP scheme of the transition region. Numerical dissipation within the order of the scheme is added to the regions where SBP operators are used.
Figure 3 schematically depicts the hybrid scheme, applied to two spatial grids and coupled with an interface.

Figure 3: Discretization methods for the different regions of the spatial mesh. The point at the interface is represented in both of the adjacent schemes.

5.3.1 An energy estimate for the continuous problem

We will analyze stability for two solution regions coupled by an interface. However, we start with the continuous problem on a single domain. In order to do this, we symmetrize the two-phase problem. We assume the existence of a convex entropy function $S(u^M)$, i.e. the Hessian $\partial^2 S/\partial u_i^M \partial u_j^M$ is positive definite. (Note that convexity as defined here does not allow for zero eigenvalues of the Hessian). Then, by [11], there exists a variable transformation $w^M(u^M) = \partial S/\partial u^M$ such that $\tilde{f}(w^M) = f(u^M)$ and

$$\tilde{H}w^M + J_w w_x^M = 0,$$

where $w^M$ denotes the vector of MW coefficients of the order $M$ approximation of the transformed variables, and the inverse Hessian $\tilde{H} = \partial u^M/\partial w^M = (\partial^2 U/\partial u_i \partial u_j)^{-1}$ and Jacobian $J_w = \partial \tilde{f}/\partial w$ are symmetric matrices. Due to convexity $\tilde{H}$ is positive definite and thus defines a norm. As in the case of the Euler equations, the two-phase equations are homogeneous of degree $\tau$, which implies

$$\tilde{H}w^M = \tau u^M \quad \text{and} \quad J_w w^M = \tau \tilde{f}^M.$$  \hspace{1cm} (25)

We will use the canonical splittings

$$u_i^M = \frac{\tau}{1+\tau} u_i^M + \frac{1}{1+\tau} \tilde{H}w_i^M, \quad \tilde{f}_x^M = \frac{\tau}{1+\tau} \tilde{f}_x^M + \frac{1}{1+\tau} J_w w_x^M.$$

To obtain an energy estimate for the continuous and stability for the semi-discrete problem, the stochastic Galerkin formulation of the two-phase problem must be homogeneous. To show that this holds under the assumption that the corresponding deterministic problem is homogeneous and some additional assumptions, we consider a deterministic problem that is homogeneous of degree $\tau$. Let

$$J(u)u = \tau f(u),$$  \hspace{1cm} (26)

with solution $u \in \mathbb{R}^n$, Jacobian $J \in \mathbb{R}^{n \times n}$ and flux $f \in \mathbb{R}^n$ for a system of $n$ equations. Now assume that the problem satisfying (26) is subject to uncertainty in the parameters or in the input conditions. Let $J_{ij}$ denote the $(i,j)$ entry of $J$ which can be expressed as a truncated MW expansion $J_{ij} = \sum_{k=0}^{M} (J_{ij})_k \psi_k$. The stochastic Galerkin Jacobian $J^M$ corresponding
to $J$ consists of $n \times n$ submatrices, each of size $(M + 1) \times (M + 1)$. Let $J_{ij}^M$ be the $(i, j)$ submatrix of $J^M$, defined by

$$[J_{ij}^M]_{lm} = \langle \psi_l \psi_m J_{ij} \rangle, \quad i, j = 1, \ldots, n, \quad l, m = 0, \ldots, M. \tag{27}$$

The stochastic Galerkin flux vector of MW coefficients $f^M = ((f_1)_0, \ldots, (f_1)_M, \ldots, (f_n)_0, \ldots, (f_n)_M)^T$ is a nonlinear function and for an arbitrary order $M$ basis of multiwavelets, it is not uniquely defined. To see this, with the pseudo-spectral product $*$ defined in (11), in general

$$(a * b) * c \neq a * (b * c)$$

for MW approximations of stochastic functions $a(\xi), b(\xi), c(\xi)$, each one truncated to some order $M$. This implies that the definition of the stochastic Galerkin flux $f^M$ depends on the order in which pseudo-spectral operations are performed when evaluating $f^M$. Hence, it is not uniquely defined. We may now either restrict ourselves to MW bases where the order of pseudospectral operations does not matter e.g. Haar wavelets, or, we may restrict the order in which pseudo-spectral operations are performed so as to make sure that mathematical properties of interest - e.g. homogeneity - are satisfied. We take the latter approach and define the order $M$ approximation of $f$ through its MW coefficients by

$$(f_i)_k \equiv \frac{1}{\tau} \sum_{j=1}^{n} (J_{ij} * u_j)_k, \quad i = 1, \ldots, n, \quad k = 0, \ldots, M, \tag{28}$$

which is consistent with the deterministic homogeneous problem. Note that relation (28) is essentially just a restriction on the order of pseudo-spectral operations in the calculation of $f$. It stipulates that $f$ must be defined in terms of the approximation of $J$. Clearly, the approximation of $J$ should also be as close to the true (i.e. infinite order MW expansion) $J$ as possible. However, for the energy estimates that require homogeneity of the stochastic Galerkin formulation, we only need to satisfy (28).

Proposition 1. Assume that the deterministic problem (26) holds and for a consistent pseudo-spectral approximation $J^M$ of $J$, let the stochastic Galerkin flux $f^M$ be given by the MW coefficients as defined in (28). Then the stochastic Galerkin formulation of order $M$ is also homogeneous of degree $\tau$, i.e. it satisfies

$$J^M(u^M)u^M = \tau f^M(u^M), \tag{29}$$

where $u^M = ((u_1)_0, \ldots, (u_1)_M, \ldots, (u_n)_0, \ldots, (u_n)_M)^T \in \mathbb{R}^{n(M+1)}$ and $f^M = ((f_1)_0, \ldots, (f_1)_M, \ldots, (f_n)_0, \ldots, (f_n)_M)^T \in \mathbb{R}^{n(M+1)}$.

Proof. Using the notation (12) for the pseudo-spectral product $*$, by (27) the $(i, j)$ submatrix of $J^M$ can be written

$$J_{ij}^M = A(J_{ij}^M), \quad i, j = 1, \ldots, n,$$
where $J^M_{ij} = ((J_{ij})_0, \ldots, (J_{ij})_M)^T$. Thus, we have

$$J^M = \begin{bmatrix} A(J^M_{i1}) & \cdots & A(J^M_{in}) \\ \vdots & \ddots & \vdots \\ A(J^M_{n1}) & \cdots & A(J^M_{nn}) \end{bmatrix}.$$  

By the relation (28), any subvector $f^M_i = ((f_i)_0, \ldots, (f_i)_M)^T$ of the total flux vector of MW coefficients $f^M$ can be written

$$f^M_i = \frac{1}{\tau} \sum_{j=1}^n A(J^M_{ij}) u^M_j, \quad i = 1, \ldots, n.$$  

Then, considering the $i^{th}$ row of submatrices,

$$[J^M u^M]_i = \sum_{j=1}^n J^M_{ij} u^M_j = \sum_{j=1}^n A(J^M_{ij}) u^M_j = \tau f^M_i, \quad i = 1, \ldots, n,$$

which is equal to (29).

$\square$

**Remark 2.** The Jacobian entries $J_{ij}$ are nonlinear functions so $J^M$ may also not be uniquely defined due to the possible ambiguity in the pseudo-spectral approximations. For the proof, we have only restricted $f^M$ depending on $J^M$ but we have not defined $J^M$ uniquely by specifying the order of pseudo-spectral operations of its calculation.

We will now derive an energy estimate for the continuous symmetrized formulation of the stochastic Galerkin Euler equations in split form,

$$\tau u^M_t + \frac{1}{1+\tau} \tilde{H} w^M_i + \frac{\tau}{1+\tau} f^M_i + \frac{1}{1+\tau} J_w w^M_x = 0. \quad (30)$$

Under the conditions of Proposition 1, multiply (30) by $(1+\tau)(w^M)^T$ and integrate over the physical domain. We get

$$\tau \int_0^1 (w^M)^T u^M_t dx + \int_0^1 (w^M)^T \tilde{H} w^M_i dx + \tau \int_0^1 (w^M)^T f^M_i dx + \int_0^1 (w^M)^T J_w w^M_x dx =$$

$$= \int_0^1 \left( (w^M)^T (\tilde{H} w^M)_t + (w^M)^T \tilde{H} w^M_i \right) dx + \int_0^1 \left( (w^M)^T (J_w w^M)_x + (w^M)^T J_w w^M_x \right) =$$

$$= \frac{d}{dt} \|w^M\|^2_{\tilde{H}} + [(w^M)^T J_w w^M]_0^1 = 0, \quad (31)$$

where the first equality follows from (25). The generalized energy estimate (31) is a straightforward stochastic Galerkin generalization of the one given for the deterministic problem in [8].
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5.3.2 Stability in a single domain

Next we consider the semi-discrete problem and start with a single domain. The stability analysis is a direct generalization of the stability of the symmetrized Euler equations in [8]. We define the flux and the Jacobian under the conditions of Proposition 1 which implies that the stochastic Galerkin system is homogeneous. Let $u^M$ and $w^M$ denote the spatial discretizations of $u^M$ and $w^M$, respectively, on a mesh consisting of $m$ equidistant points. Let $E_1 = \text{diag}(1, 0, \ldots, 0)$ and $E_m = \text{diag}(0, \ldots, 0, 1)$. The semi-discretized scheme is

$$
\frac{\tau}{1+\tau} u_t^M + \frac{1}{1+\tau} \hat{H} w_i^M + \frac{\tau}{1+\tau} (P^{-1}Q \otimes I) \hat{J}_w^M (w^M) + \frac{1}{1+\tau} \hat{J}_w (P^{-1}Q \otimes I) w^M
$$

$$
= (P^{-1}E_1 \otimes \Sigma_1^w)(w^M - g_1) + (P^{-1}E_m \otimes \Sigma_m^w)(w^M - g_m)
$$

(32)

where $\hat{H}$ is block diagonal with each diagonal block equal to $\hat{H}$ evaluated at the spatial points. $\Sigma_1^w$ and $\Sigma_m^w$ are penalty matrices to be determined and $g_1$ and $g_m$ are vectors where only the entries corresponding to the left and right boundary are allowed non-zero values. We assume a diagonal norm $P$, so $(P \otimes I) \hat{H} = \hat{H}(P \otimes I)$. Also, $\hat{J}_w$ commutes with $(P \otimes I)$.

In order to show stability, we may assume homogeneous boundary conditions $g_1 = g_m = 0$.

Multiplying (32) from the left by $(1+\tau)(w^M)^T (P \otimes I)$ and using the homogeneity properties of (25) yields

$$
\frac{d}{dt} \|w^M\|^2_{(P \otimes I) \hat{H}} + (w^M)^T ((Q \otimes I) \hat{J}_w + \hat{J}_w (Q \otimes I)) w^M
$$

$$
= (1+\tau) \left[ (w_1^M)^T \Sigma_1^w w_1^M + (w_m^M)^T \Sigma_m^w w_m^M \right].
$$

(33)

Add the transpose of (33) to itself and use the SBP relation (24)

$$
\frac{d}{dt} \|w^M\|^2_{(P \otimes I) \hat{H}} = (w_1^M)^T ( J_w(w_1^M) + (1+\tau)\Sigma_1^w ) w_1^M
$$

$$
+ (w_m^M)^T ( -J_w(w_m^M) + (1+\tau)\Sigma_m^w ) w_m^M.
$$

(34)

The scheme is stable with the penalties

$$
\Sigma_1^w = -\delta_1 J_w^+(w_1^M), \quad \Sigma_m^w = \delta_m J_w^-(w_m^M), \quad \delta_1, \delta_m \geq \frac{1}{1+\tau}.
$$

Remark 3. The stability analysis above follows that in [8]; for the case $M = 0$ the analysis is in fact identical. We show here that the analysis in [8] generalizes to the stochastic Galerkin formulation of order $M$ of multiwavelet expansion under the conditions of Proposition 1.

5.3.3 Stability at the interface

Now consider a problem with two domains connected by an interface. By ignoring the imposition of boundary conditions, the semi-discrete systems of the left ($L$) and right ($R$)
domains are given by
\[
\frac{\tau}{1 + \tau} (u_L^M)_t + \frac{1}{1 + \tau} \dot{H}(w_L^M)_t + \frac{\tau}{1 + \tau} (P_L^{-1} Q_L \otimes I) \tilde{f}^M (w_L^M) + \frac{1}{1 + \tau} \tilde{J}_w (P_L^{-1} Q_L \otimes I) w_L^M = (P_L^{-1} E_m \otimes \Sigma_L^w) (w_{m,L}^M - w_{1,R}^M),
\]
(35)
and
\[
\frac{\tau}{1 + \tau} (u_R^M)_t + \frac{1}{1 + \tau} \tilde{J}_u (w_R^M)_t + \frac{\tau}{1 + \tau} (P_R^{-1} Q_R \otimes I) \tilde{f}^M (w_R^M) + \frac{1}{1 + \tau} \tilde{J}_w (P_R^{-1} Q_R \otimes I) w_R^M = (P_R^{-1} E_1 \otimes \Sigma_R^w) (w_{1,R}^M - w_{m,L}^M),
\]
(36)
respectively. We follow the procedure of section 5.3.2. Multiplying (35) from the left by \((1 + \tau)(w_L^M)^T (P_L \otimes I)\) and using the homogeneity identity (25), we have
\[
\frac{d}{dt} \left\| w_L^M \right\|^2_{(P_L \otimes I) \dot{H}} + (w_L^M)^T (Q_L \otimes I) \tilde{J}_w w_L^M + (w_L^M)^T \tilde{J}_w (Q_L \otimes I) w_L^M = (1 + \tau) w_{m,L}^M \Sigma_L^w (w_{m,L}^M - w_{1,R}^M).
\]
Adding the transpose of (37) to itself, neglecting the outer boundaries and performing similar operations on (36), we get
\[
\frac{d}{dt} \left( \left\| w_L^M \right\|^2_{(P_L \otimes I) \dot{H}} + \left\| w_R^M \right\|^2_{(P_R \otimes I) \dot{H}} \right) + (w_{m,L}^M)^T J_w (w_{m,L}^M) w_{m,L}^M - (w_{1,R}^M)^T J_w (w_{1,R}^M) w_{1,R}^M
= (1 + \tau)(w_{m,L}^M)^T \Sigma_L^w (w_{m,L}^M - w_{1,R}^M) + (1 + \tau)(w_{1,R}^M)^T \Sigma_R^w (w_{1,R}^M - w_{m,L}^M).
\]
(38)
Assuming symmetric \(\Sigma_L^w\) and \(\Sigma_R^w\), we get the stability condition
\[
\left[ \begin{array}{c} w_{m,L}^M \\ w_{1,R}^M \end{array} \right]^T \left[ \begin{array}{cc} -J_w (w_{m,L}^M) + (1 + \tau) \Sigma_L^w & -\frac{1 + \tau}{2} (\Sigma_L^w + \Sigma_R^w) \\ -\frac{1 + \tau}{2} (\Sigma_L^w + \Sigma_R^w) & J_w (w_{1,R}^M) + (1 + \tau) \Sigma_R^w \end{array} \right] \left[ \begin{array}{c} w_{m,L}^M \\ w_{1,R}^M \end{array} \right] \leq 0.
\]
(39)
Being in the smooth domain we assume \(J_w (w_{m,L}^M) = J_w (w_{1,R}^M) = J\) and obtain stability with
\[
\Sigma_L^w = \frac{1}{1 + \tau} J - \theta, \quad \Sigma_R^w = -\frac{1}{1 + \tau} J - \theta,
\]
where \(\theta\) is a positive semi-definite matrix. This is completely analogous to the penalties derived for the constant advection problem presented in [7].

The penalties derived in the stability analysis apply to the entropy variables \(w\) but in the numerical experiments we use a conservative formulation for correct shock speed and employ the conservative variables \(u\). Therefore we need to transform the penalties to the conservative variables. Assuming that the solution is smooth and \(\tilde{H}(w_{m,L}^M) = \tilde{H}(w_{1,R}^M)\), we
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rewrite the interface terms

\[ \Sigma^u_L(w^M_{m,L} - w^M_{1,R}) = \frac{1}{1 + \tau} J(w^M_{m,L} - w^M_{1,R}) - \theta(w^M_{m,L} - w^M_{1,R}) \]

\[ = \frac{1}{1 + \tau} \left( f^M(w^M_{m,L}) - f^M(w^M_{1,R}) \right) - \theta T \left( \tilde{H}^{-1}(w^M_{m,L})u^M_{m,L} - \tilde{H}^{-1}(w^M_{1,R})u^M_{1,R} \right) \]

\[ = \frac{1}{1 + \tau} \left( f^M(u^M_{m,L}) - f^M(u^M_{1,R}) \right) - \hat{\theta} \left( u^M_{m,L} - u^M_{1,R} \right) = \frac{1}{1 + \tau} J_u - \hat{\theta} \left( u^M_{m,L} - u^M_{1,R} \right) = \Sigma^u_L(u^M_{m,L} - u^M_{1,R}), \quad (40) \]

where

\[ J_u = \frac{\partial f^M}{\partial u^M} \bigg|_{x=x_{int}}, \]

and

\[ \Sigma^u_L = \frac{1}{1 + \tau} J_u - \hat{\theta}, \quad (41) \]

and \( \hat{\theta} = \tau \theta \tilde{H}^{-1} \) is a positive semi-definite matrix for \( \tau > 0 \) since \( \tilde{H} \) is positive definite and \( \theta \) is positive semi-definite. Similarly, we get the right penalty matrix

\[ \Sigma^u_R = -\frac{1}{1 + \tau} J_u - \hat{\theta}. \quad (42) \]

### 5.3.4 Conservation at the interface

In order to show conservation over the interface, we want to mimic the continuous case where we multiply the conservative formulation by a smooth function \( \phi \), integrate by parts to get

\[ \int_0^{x_{int}} \phi u_t dx + \int_{x_{int}}^1 \phi u_t dx = \int_0^{x_{int}} \phi_x f(u) dx + \int_{x_{int}}^1 \phi_x f(u) dx + B.T., \quad (43) \]

where \( B.T. \) denotes outer boundary terms. In (43) no interface terms are present. Consider the semi-discrete scheme

\[ (u^M_L)_t + (P^{-1}_L Q_L \otimes I) f^M(u^M_L) = (P^{-1}_L E_m \otimes \Sigma^u_L)(u^M_{m,L} - u^M_{1,R}), \quad (44) \]

\[ (u^M_R)_t + (P^{-1}_R Q_R \otimes I) f^M(u^M_R) = (P^{-1}_R E_1 \otimes \Sigma^u_R)(u^M_{1,R} - u^M_{m,L}). \quad (45) \]

Multiplying from the left by \( \phi^T_L(P_L \otimes I) \) and \( \phi^T_R(P_R \otimes I) \), respectively, where \( \phi_L \) and \( \phi_L \) are discretized smooth functions satisfying \( \phi_{m,L} - \phi_{1,R} \), we get

\[ \phi^T_L(P_L \otimes I)(u^M_L)_t + \phi^T_R(P_R \otimes I)(u^M_R)_t = (D_L \phi_L)^T(P_L \otimes I)f^M(u^M_L) + (D_R \phi_R)^T(P_R \otimes I)f^M(u^M_R) + B.T. + \phi^T_I \left[ (u^M_{m,L} - u^M_{1,R})(\Sigma^u_L - \Sigma^u_R) - f^M(u^M_{m,L}) + f^M(u^M_{1,R}) \right]. \quad (46) \]

The semi-discrete formulation (46) mimics the continuous expression (43) if we choose \( \Sigma^u_L \) and \( \Sigma^u_R \) such that

\[ (u^M_{m,L} - u^M_{1,R})(\Sigma^u_L - \Sigma^u_R) - f^M(u^M_{m,L}) + f^M(u^M_{1,R}) = 0. \]
We assume $J_u(u^M_{m,L}) = J_u(u^M_{1,R}) = J_u$. Then, the interface terms cancel with the choice $\Sigma^{m}_L - \Sigma^{m}_R = J_u$, which is consistent with the condition for stability given by the penalties (41) and (42) and $\tau = 1$.

6 Numerical results

The exact solution of the two-phase problem is known analytically for any given value of the stochastic variable $\xi$. Thus, we can obtain the exact statistics to arbitrary accuracy by averaging the exact Riemann solutions over a large number of realizations of $\xi$. In the numerical experiments, we will assume $\xi \sim U[-0.05, 0.05]$, where $U$ denotes the uniform distribution. For the numerical solutions, we use SBP operators that can be found in [18].

6.1 Convergence of smooth solutions

The method of manufactured solutions is used to impose a smooth time dependent solution of the two-phase problem through a source term. We consider the manufactured solution defined by

\begin{align*}
\alpha &= \alpha_0 + \alpha_1 \tanh(s(x_0 - x + t + \xi)) \\
\beta &= \beta_0 + \beta_1 \tanh(-s(x_0 - x + t + \xi)) \\
v &= \tanh(s(v_0 + x_0 - x + t + \xi)) + \tanh(-s(-v_0 + x_0 - x + t + \xi)) \\
p &= p_0 + p_1 \tanh(s(x_0 - x + t + \xi)),
\end{align*}

with $s = 15$, $v_0 = 0.03$, $\alpha_0 = \alpha_1 = \beta_0 = \beta_1 = 0.5$, $p_0 = 0.75$, $p_1 = 0.25$. We take $\rho_\alpha = 1$ and $\rho_\beta = 0.125$. The error is measured in the $L_2(\Omega, P)$ norm and the discrete $\ell_2$ norm,

\[ \| u^M - u \|_{2,2} \equiv \left\| u^M - u \right\|_{L_2(\Omega, P)} = \left( \Delta x \sum_{i=1}^{m} \left\| u^M(x_i, t, \xi) - u(x_i, t, \xi) \right\|_{L_2(\Omega, P)}^2 \right)^{1/2} \]

\[ = \left( \Delta x \sum_{i=1}^{m} \int_{\Omega} (u^M(x_i, t, \xi) - u(x_i, t, \xi))^2 dP(\xi) \right)^{1/2} \]

\[ \approx \left( \Delta x \sum_{i=1}^{m} \sum_{j=1}^{q} (u^M(x_i, t, \xi^{(j)}_q) - u(x_i, t, \xi^{(j)}_q))^2 w^{(j)}_q \right)^{1/2} , \quad (47) \]

where a $q$-point quadrature rule with points $\{\xi^{(j)}_q\}_{j=1}^{q}$ and weights $\{w^{(j)}_q\}_{j=1}^{q}$ was used in the last line to approximate the integral in $\xi$. The Gauss-Legendre quadrature is used here since the solution is smooth in the stochastic dimension.

Figure 4 (a) shows the spatial convergence when the proportion of low-order and high-order points remains constant. The low-order scheme dominates the error, so the overall convergence rate is second order. In regions of fourth order operators, the error levels are lower and therefore the local accuracy higher compared to the regions of second order.
operators, see Figure 4 (b). This is further illustrated in Figure 5 where a similar problem with sharp gradients in the middle of the domain is solved with a hybrid scheme where fourth order operators are used for the region of large gradients and second order operators are used for the regions next to the boundaries. With constant proportion of high order points under mesh refinement, the convergence is second order. The comparison with the solution with second order operators throughout the computational domain, also included in Figure 5, shows that the error of the the hybrid scheme is smaller.

Figure 6 (a) shows the spatial convergence employing three computational domains separated by two interfaces. The middle domain is solved with second order SBP and the left and right domains with fourth order SBP. The number of points in the second order region remains constant (20), as the high order domains are refined. Figure 6 (b) depicts the spatial convergence with three domains, all solved with fourth order SBP. The proportion of points in each region remains the same so the interface locations do not change when the grids are refined.

6.2 Non-smooth Riemann problem

With the hybrid scheme as depicted schematically in Figure 3, we solve the problems (7)-(9) with the boundary conditions in (6). Figure 7 shows the variances of density, velocity, energy and pressure at $t = 0.05$. The error from the interface is not significant compared to the error due to the stochastic truncation and spatial resolution. A relatively fine mesh
Figure 5: Comparison of norm of errors (defined in (47)), three solution regions SBP 2-4-2 versus single region solved with SBP 2, $t = 0.1$. The proportion of fourth order points remains constant during mesh refinement. $N_p = 8$, $N_r = 0$ order of multiwavelets (Legendre polynomials).

Figure 6: Spatial convergence with three regions and two interfaces. $t = 0.05$. $N_p = 8$, $N_r = 0$ order of multiwavelets (Legendre polynomials).
and high order MW expansion is required to capture the variance of the solution. Especially high order MW coefficients exhibit sharp spatial variation. Thus, to attain a given level of accuracy, more spatial grid points are required for the stochastic Galerkin problem compared to the deterministic problem.

Figure 8 depicts the convergence of pressure statistics with increasing order of MW on a fixed spatial grid of 400 points. In the analysis of regularity in Section 4, we anticipated the solution to develop a larger number of weaker discontinuities as the order of MW expansion increases. This behavior can be observed in Figure 8. All (visible) discontinuities are located in the right domain where the shock-capturing method is used.
Figure 8: Convergence of the mean and variance of pressure with the order of MW chaos, different orders of piecewise constant MW. $t = 0.05, m = 400$. Fourth order SBP (left domain) and HLL-MUSCL (right domain). The vertical dashed line indicates the location of the numerical interface.
7 Conclusions

In order to efficiently solve fluid flow problems, a feasible strategy is to locally adapt the numerical method to the smoothness of the solution whenever these properties are known or can be estimated. A two-phase Riemann problem with uncertain initial discontinuity location has been investigated with respect to the smoothness properties of the MW coefficients of the solution. Whereas the corresponding deterministic problem has a discontinuous solution profile, the stochastic modes of the gPC expansion of the true solution are smooth.

A symmetrization and combination of conservative and non-conservative formulation leads to a generalized energy estimate for the stochastic Galerkin system, just as for the case of the deterministic Euler equations. Under certain smoothness assumptions, stability at the interfaces can be obtained for the symmetrized system. The derived penalty matrices are transformed back to the conservative variable formulation that is used in the numerical experiments.

The numerical results show that the convergence rate for the smooth problem (smoothness enforced by the method of manufactured solutions) is second order when fourth order and second order operators are combined and the proportion of second order points remains constant during mesh refinement. However, the error is smaller in this case compared to the case of a single domain solved with second order operators.

The two-phase non-smooth Riemann problem is reasonably well resolved with the hybrid scheme combining high order SBP operators in the smooth regions with the HLL solver and MUSCL reconstruction in the spatial region containing discontinuities. A relatively large number of multiwavelets are needed to accurately represent the stochastic solution. This in turn requires a fine spatial mesh for accurate resolution.

The framework presented here can be extended to time-dependent interfaces that are adapted to the evolving regions of non-smooth solutions. A moving mesh based on interfaces and SBP-operators has already been designed for deterministic problems in [7] and this technique could be used for stochastic Galerkin systems. Depending on the problem, different MW bases can be used in the different spatial regions for efficient representation of the local uncertainty.
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