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Abstract—In this paper, we introduce image-based word clouds as a novel tool for a quick and aesthetic overview of common words in collections of digitized text manuscripts. While OCR can be used to enable summaries and search functionality to printed modern text, historical and handwritten documents remains a challenge. By segmenting and counting word images, without applying manual transcription or OCR, we have developed a method that can produce word- or tag clouds from document collections. Our new tool is not limited to any specific kind of text. We make further contributions in ways of stop-word removal, class based feature weighting and visualization. An evaluation of the proposed tool includes comparisons with ground truth word clouds on handwritten marriage licenses from the 17th century and the George Washington database of handwritten letters, from the 18th century. Our experiments show that image-based word clouds capture the same information, albeit approximately, as the regular word clouds based on text data.

I. INTRODUCTION

In the last decade, word clouds have evolved to become a common tool on blogs and websites. They have the power to compile a large amount of text into a single image that grants the viewer an overview of the text’s contents from which properties of the text may be inferred, such as genres or important keywords. In libraries around the world today, there are many collections of old handwritten manuscripts that few people alive today have read or are able to read. The number of experts able to read these manuscripts are few and far between and hence heavily outnumbered by the amount of texts. Because of this, selecting which manuscripts to study can be an overwhelming process. Access to a qualified guess as to what a book contains would help alleviate this problem. Image-based word clouds would allow an expert to get a feel for what a manuscript contains prior to actually working with the material.

Text-based word clouds can be described as doing basic histogram processing (i.e., counting word occurrences) and can be seen as one of the most basic examples of data mining. Word clouds scales very well with text size, in principle it allows you to reduce all the text on the entire Internet to a single image. The typical word cloud processing is as follows. Given some text as input, the word occurrences are counted. With the help of a dictionary, common and uninformative words (called stop words) are removed. The final step is then to place the informative words on a canvas and rescale the size of the words so that the word size is proportionate to the word count. The placement can be done in many different ways, spanning from something simple like a circle or spiral to complex shapes like elephants or guitars. Two different examples of image-based word clouds can be seen in Figure 1.

II. IMAGE-BASED WORD CLOUDS

The purpose of image-based word clouds is to try and capture the same information contained in regular word clouds but using only image data, and without doing any recognition. Some of the processing steps have an exact analogue to the text version, e.g., clustering corresponds to calculating the histogram, whereas other steps are new, such as word segmentation and feature extraction. The layout step is similar to the text-based word cloud except for the fact that the images that are laid out are bitmaps and not vectorial. In some cases, this can cause severe pixelation in the images due to excessive rescaling of small words. The processing pipeline consists of five stages, visualized in Figure 2.
A. Word Segmentation

In our current pipeline for image-based word clouds, word segmentation is a necessary step. Using a word segmentation method adapted from [1], we have repeatedly created word clouds for both good and poor quality typewritten text, see Figure 1. For handwritten material in general, we have so far only been able to find stable word segmentations by manual tuning. For this reason, this paper does not present a solution to the word segmentation problem for handwritten sources in general and it remains a topic for future research. Instead, in our quantitative experiments, we have used challenging handwritten datasets where the word segmentation has been known on beforehand.

B. Feature Extraction

For each word image, a set of features is extracted using the approach described in [2]. First, a simple preprocessing step is applied wherein the images are padded with 8 pixels and resized to a fixed size (56 × 160 in this case). The image is then split into cells of size 8 × 8 pixels and for each cell, HOG [3] (31 dimensional) and Local Binary Pattern (LBP) [4] (58 dimensional) descriptors are extracted, using the VlFeat library [5]. The HOG and LBP features are then normalized so they have unit $l^2$ norm and then concatenated. The resulting feature vector, $v \in \mathbb{R}^k$, where $k = (31 + 58) \cdot 7 \cdot 20 = 12460$.

After extracting HOG and LBP features for each image in the dataset, choose a random subset of your data set of size $n = 3750$ and call it $M \in \mathbb{R}^{n \times k}$. Define a partition $P$ as the interval $[1, ..., n]$ split into groups of size $p = 15$. Then, project all of your feature vectors onto $M$, i.e., $u = Mv$. Finally, split each $u$ using the partition $P$ and do max-pooling. That is, for each group of size 15 keep the max value, giving you the final vector $x \in \mathbb{R}^{250}$.

Given the extracted features, their optimal weighting is unknown. Yet the weighting will be of great importance for the following unsupervised clustering step. Some feature dimensions are correlated, leading to an emphasize of certain word characteristics, while others contain noise. One recent approach in query-by-string word spotting is to use Canonical Correlation Analysis (CCA) [6], which aligns and decorrelates the feature dimensions in a query string feature space and a word image feature space. In our work here, we use a related but different method to learn an optimal representation suitable for unsupervised clustering, which has previously been described in [7]. In this method, we perform CCA between image features and their class labels, encoded using the one-hot encoding. The gain from this re-weighting scheme is two-fold; we reduce the feature dimension to 100 from 250, and to put our performance gain into perspective, get about 10% higher MAP on the Washington dataset compared to [2], using only 20% of the available data as training data. In particular, this method does not require training on fully transcribed words. In the training step of this method, each word image needs a label, but there is no need to submit any string data representing a transcription of the word.

C. Clustering

The clustering step in the image-based word cloud method corresponds to counting the occurrences of each word in a given text. In the ideal case, each cluster would correspond to a unique word and only contain instances of that word, i.e., be completely homogeneous. However, in the general case the number of unique words in a text is unknown and therefore also the number of clusters to use. There are two ways to get around this problem. One approach is to use algorithms where the number of clusters is not a parameter [8]. However, they often have
other sensitivity parameters that more or less correspond to confining the number of clusters to an interval. Another approach would be to try and estimate the number of clusters somehow. This has been done before in the clustering of word images using Heaps’ Law [9]. For a given natural language, Heaps’ Law provides an estimate of the number of unique words in a document given its length. However, this is not as applicable for all types of document images, for example scanned forms, where the language is constrained and this law does not necessarily hold.

Using Heaps’ Law to estimate the number of clusters unlocks the use of many powerful clustering algorithms. The algorithms that have shown previous success [10] and also performs the best in our experiments are Hierarchical Agglomerative Clustering (HAC) [11] techniques with different linkage-criteria. In our case, we found that average linking together with cosine distance measure used in [2] gave the best result.

D. Stop Word Removal

This step has an exact analogue with the regular word cloud, though in the text case, it is very simply solved by using a dictionary of words to remove for each language. The image case is more complex. The goal is to remove images of words that are frequently occurring and bear no information. For English, these include common words that occur often in text such as “and”, “the”, and “of”. For the image case, words that occur often should correspond to largest clusters from the clustering. Related to this are some early results in information retrieval that suggest that one can split the types of words in a text into three categories.

1) Frequently recurring stop words, corresponding to the largest clusters. These words hold no information.

2) Sporadically occurring words, not crucial to describe the content of the text. These correspond to the smallest clusters.

3) Moderately recurring words that correspond to the middle sized clusters are the words that are informative and make up the content of a text.

This property of text can be described by Zipf’s Law [12]. It states that for a given text, the plot of term frequencies exhibits a distribution where the \( k \) most frequent term has a frequency of \( k/f_0 \), where \( f_0 \) is the most frequent term. Figure 4 shows a plot of the term frequencies for the Washington dataset along with Zipf’s Law. The sporadically occurring words typically cause no trouble for word clouds since they are usually so small you can barely see them, if they are even in the image. The stop words on the other hand, cause problems. A simple, approximate way to remove them is to discard the largest clusters before proceeding to the next stage. This efficacy of this may vary from quite high to relatively low depending on the quality of the clustering and what kind of text that you are working with. To choose an appropriate number of clusters to discard, one can easily look at what words the largest clusters contain and manually choose the cutoff. However, this way of removing stop words shares the same problem as Heaps’ Law, for document images not containing running text, this Law does not necessarily hold.
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**Fig. 4:** Term frequencies using ground truth data, estimated term frequencies (cluster sizes), and Zipf’s Law in the Washington dataset. The frequencies for words 500 to 1204 are one.

E. Layout

The layout procedure that is used in this paper can be described as a greedy search over a set of coordinates generated in a specific shape, where image is placed in the first place that it fits. More concretely, for each cluster, the image closest to its cluster’s centroid is selected as a representative for that cluster. They are then sorted with respect to the sizes of the clusters in descending order. First, an empty canvas is created, then starting with the image representing the largest cluster, the image is (non-linearly) scaled according to the cluster size, then we iterate over the set of coordinates and place the image at the first position that is available. There are many possible scaling functions. We have used \( c^\alpha + 1 \), where \( c \) is the cluster size for that word and \( \alpha \) is a tunable parameter. Typically \( \alpha = 0.3 \) works well. This procedure is repeated for all images until there is no more room on the canvas. To increase the density of the canvas, in addition to scaling the images according to their cluster size, they are also scaled down when placing an image rescaled by cluster size fails to find an empty spot in the set of coordinates due to overlap with another image. The final step is some basic contrast enhancement to remove small variations in the background. This is done using gray-level transforms with the parameters manually chosen for each dataset.

III. EXPERIMENTS

To evaluate the image-based word clouds, we perform experiments on two handwritten datasets manuscripts from the 17th and 18th century for which transcriptions are available, allowing us to create ground truth word clouds using correct counts as a comparison. The first
dataset is the Barcelona Historical Handwritten Marriages database (BH2M) [13]. It is comprised of a book of marriage licenses, 174 pages long, written between 1617 and 1619 by a single author in old Catalan. However, in interest of keeping computation time and memory requirements low, we only make use of the first 79 pages, or 26087 words. Since the dataset is comprised of a large amount of marriage licenses, and each license follows a kind of grammar (essentially they are historical forms), the language is quite repetitive. Therefore, Heaps’ Law does not necessarily hold. As it turns out, this is not such a big problem. Using Heaps Law works quite well, with parameters estimated on running English text.

The second dataset is the George Washington letters [14]. This is a well known and widely used dataset for word spotting [2]. It consists of 20 pages, written during the mid 18th century by George Washington and his secretaries, which correspond to 4860 words.

To quantitatively evaluate the estimated word clouds, we measure the cosine similarity between them and their ground truth counterparts. The information present in a word cloud is essentially a histogram, or bag-of-words model, and is therefore represented as a high-dimensional vector, with as many dimensions as there are unique words in the word clouds. The cosine similarity measure calculates the angle between these two vectors and produces a number \( s \in [0, 1] \), where 1 means that the word clouds contain the same information and 0 means that they contain completely different information. The cosine measure can be defined as

\[
s = \frac{u^T \cdot v}{\sqrt{u^T \cdot u} \sqrt{v^T \cdot v}}
\]

where \( u \) and \( v \) are two bag-of-words vector representations of word clouds. Another measure that is simpler but slightly more intuitive is the ratio between the number of words present in the two clouds and the max of the number of words in each cloud, i.e. the overlap percentage defined as

\[
o = \frac{M}{\max(O, P)}
\]

where \( M \) is the number of words present in both clouds, and \( O \) and \( P \) is the number of words rendered in their respective clouds.

### A. Marriage Licenses

The purpose of this experiment is to show the that even though the assumptions of Heaps’ Law and Zipf’s Law do not necessarily hold for this type of data, results are still interpretable and satisfactory. As mentioned above, Heaps’ Law tuned for English seems to work well for old Catalan. We use 10% of the data, or 2608 words, as training data for the CCA, and we use the remaining data to generate the word clouds. Heaps’ Law estimates that there are 3356 clusters, which is around 57% too many. However, the estimated and the ground truth cloud look quite similar, see Figure 5. A lot of the words correspond to common names like “Juan” and “Antoni”.

### B. George Washington Letters

For the second experiment, we create a word cloud of a more difficult dataset, even though Heaps’ Law should work much better. The main difficulty stems from the fact that it is a lot smaller than the BH2M dataset, resulting in less data for the CCA feature weighting. Using Heaps’ Law, we estimate the number of clusters to be 1190, which is about 14% too many. The generated clouds can be seen in Figure 6. By inspecting Figure 6a, one can guess a genre or topic for the text. Words like “Captain” and “Orders” indicates some sort of military text.

The results from the two experiments, as well as the Sense and Sensibility dataset can be seen in Table I, the cosine similarity and overlap is presented for the three
datasets. The quantitative results reinforce the notion that similar information is captured by the two word clouds.

TABLE I: Results from word cloud evaluation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>cosine similarity</th>
<th>overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sense and Sensibility</td>
<td>0.98</td>
<td>0.93 (94 of 101)</td>
</tr>
<tr>
<td>BH2M</td>
<td>0.88</td>
<td>0.76 (56 of 74)</td>
</tr>
<tr>
<td>Washington</td>
<td>0.76</td>
<td>0.64 (38 of 59)</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this paper, we have presented a novel framework for generating image-based word clouds. We have quantitatively and qualitatively shown that image-based word clouds generate word clouds that look similar to ordinary word clouds. Meaningful visualizations of large document collections can be generated using this framework, despite the lack of a proper stop word list and without advanced recognition algorithms that decode the text letter by letter. We have so far only applied this framework to collections with homogeneous style. From a theoretical point of view, this algorithm is conceptually close to earlier work in word spotting. However, from an application point of view, the introduction of image based word clouds could potentially open up completely new ways for users to experience large document collections.

As of right now, the word segmentation algorithm is the limiting factor in this framework. Better word segmentation for handwritten documents and segmentation free approaches to image-based word clouds are interesting directions for future research. Interactive tools that allow users to quickly correct, merge clusters and remove obvious stop words manually, are also possible extensions. In particular, the special kind of CCA based feature weighting we propose here is not dependent on any text string input from an expert. This means that a drag-and-drop interface could be used to interactively steer the generation of both the training data as well as correcting the estimated word cloud. However, since our approach is driven by visual appearance of words, great challenges remain to adapt this framework for large heterogeneous collections of documents.
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