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Abstract

Numerical models of glacier and ice sheet dynamics traditionally employ finite difference or finite element methods. Although these are highly developed and mature methods, they suffer from some drawbacks, such as inability to handle complex geometries (finite differences) or a costly assembly procedure for nonlinear problems (finite elements). Additionally, they are mesh-based, and therefore moving domains become a challenge. In this paper, we introduce a novel meshfree approach based on a radial basis function (RBF) method. The meshfree nature of RBF methods enables efficient handling of moving margins and free ice surface. RBF methods are also highly accurate, easy to implement, and allow for reduction the computational cost associated with the linear system assembly, since stated in strong form. To demonstrate the global RBF method we model the velocity field of ice flow in the Haut Glacier d’Arolla, which is governed by the nonlinear Stokes equations. We test the method for different basal conditions and for a free moving surface. We also compare the global RBF method with its localized counterpart—the RBF partition of unity method (RBF-PUM)—that allows for a significant gain in the computational efficiency. We find that the RBF methods are well suited for ice dynamics modelling, especially the partition of unity approach.
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1 Introduction

Glaciers and ice sheets interact with the global climate system and are two of the main contributors to sea level rise (Church et al., 2013). The dynamics of past ice masses also shaped many of our landscapes. Numerical modeling of ice sheets and glaciers is a crucial tool both to predict future evolution of ice masses, and to understand past configurations.
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Glacial ice slowly moves and deforms under its own weight, creeping down a valley or spreading over a continent. In this context, glacial ice can be described as a non-Newtonian, incompressible, very viscous fluid. The flow can be modeled by a set of nonlinear Stokes equations, and the movement of the ice-atmosphere interface constitutes a free surface problem. The nonlinearities, sensitivity of the free surface, large domains, and typically long time spans make numerical simulation computationally challenging.

Early ice sheet models were based on crude approximations of the governing equations, which were typically discretized using the finite difference (FD) method (Huybrechts, 1990; Greve, 1997; Calov and Marsiat, 1998). As computer power increased, more complex models gained popularity, such as the first order (FO) model, also called the Blatter–Pattyn model (Blatter, 1995; Pattyn, 2003), or even the exact model. Also the discretization schemes have changed, and an increasing number of models now use finite element (FE) methods (Zhang et al., 2011; Larour et al., 2012; Petra et al., 2012; Gagliardini et al., 2013; Brinkerhoff and Johnson, 2013; Petra et al., 2014), as these allow for complex geometries.

The finite element method, as it is implemented in ice sheet models today, does however suffer from some drawbacks. Since glaciers and ice sheets have a free surface that may change under climate conditions or due to motions of ice masses, the finite element discretization requires constant remeshing as the ice moves. This remeshing should account for both vertical movement of the surface, as well as changes in the marginal position of the ice sheet or glacier. Due to computational costs, the latter is often omitted. Another disadvantage of the finite element method is that the nonlinearity of the problem requires not only a repeated solution of a linear system (inside the nonlinear solver), but also a repeated assembly of a linear system. The cost of the assembly may severely dominate the simulation time (Ahlkrona et al., 2016).

We can avoid these issues by employing a meshfree numerical method, which does not require remeshing of the entire computational domain and avoids part of the repeated assembly phase. Rather than remeshing, a meshfree method requires placing (removing) additional computational nodes in the regions, which appear (disappear) due to displacement of the surface. For this purpose we exploit a radial basis function (RBF) method. An RBF approximation can be constructed on a set of scattered nodes and depends only upon the distances between the computational nodes. This makes the RBF approach very flexible with respect to the domain geometry and is suitable for problems defined on evolving domains.

Another valuable property of RBF methods, besides their meshfree nature, is an exponential convergence rate, if certain basis functions are used (Kansa, 1990a; Rieger and Zwicknagl, 2010). This is advantageous since computational domains for ice sheets are large. That is, in order to achieve a satisfactory resolution a large number of computational nodes has to be used with a standard method. An RBF approach can reduce the computational effort, since it requires significantly fewer nodes than standard FD or FE methods (Scherbakov and Larsson, 2016) to achieve a similar accuracy. However, the approximation by RBF methods, when global collocation is used, results in a system of equations with a, in contrast to FD and FE methods, dense coefficient matrix. In order to overcome this issue we implement a radial basis function partition of unity method (RBF–PUM). The partition of unity based approach allows for a substantial sparsification of the coefficient matrix. This reduces the computational effort, while maintaining a similarly high convergence rate.

The first use of RBF based methods was in cartography, geodesy and digital terrain models in order to reduce errors in data interpolation (Hardy, 1971, 1990). In glaciology...
radial basis functions have been used to interpolate e.g. radar data and surface elevation data (Hindmarsh et al., 2011; Sutterley et al., 2014). Later RBF methods were used for solving partial differential equations (Kansa, 1990b), which now have applications in a wide range of areas, such as fluid dynamics (Kansa, 1990b; Wendland, 2009; Fuselier et al., 2016), finance (Fasshauer et al., 2004; Safdari-Vaighani et al., 2015; Shcherbakov and Larsson, 2016), quantum mechanics (Dehghan and Shokri, 2007; Kormann and Larsson, 2012), etc. However, to the authors’ knowledge, it has not been applied to ice sheet modeling so far. In this paper we aim to construct an RBF method to solve the FO model for the Haut Glacier d’Arolla, which is situated in Southern Switzerland. The method is implemented in MATLAB. Full scripts can be downloaded from http://www.it.uu.se/research/project/rbf/software/rbf_ice.

The paper is structured as follows. In Section 2, we present the equations governing glacial flow, both the exact form and the FO model, together with a discussion of computational aspects. We also present the Haut Glacier d’Arolla in this section. In Section 3, we introduce the RBF method, and explain the specific discretization of the Haut Glacier d’Arolla. In Section 4, we describe the setup and results for five numerical experiments, three of which test different glaciological scenarios such as frozen basal condition, partially sliding boundary conditions and a moving ice surface, and two of which regard numerical aspects of the RBF method. We draw conclusions in Section 5.

2 Glacier Dynamics

2.1 Governing Equations

We consider a glacier on a rigid bedrock topography \( z = b(x, y) \), see Fig. 1. The ice surface position \( z = h(x, y, t) \) is changing in time according to the glacier velocity \( \mathbf{v} = (v_x, v_y, v_z) \), which is determined by the (nonlinear) Stokes equations,

\[
-\nabla p + \nabla \cdot (\eta(\mathbf{v})(\nabla \mathbf{v} + (\nabla \mathbf{v})^T)) + \rho g = 0, \\
\nabla \cdot \mathbf{v} = 0,
\]

where \( p \) is the pressure, \( \rho \) is the density, \( \rho g \) is the force of gravity, and \( \eta \) the viscosity. The acceleration term that would have been included in the more general Navier–Stokes equations is neglected as the Reynolds number of ice is very low. For a Newtonian fluid the viscosity is constant and then (1) would be linear. For ice, the viscosity is determined by Glen’s flow law,

\[
\eta = \frac{1}{2} A^{-1/n} d_{\text{eff}}^{-(1-1/n)},
\]

such that \( \eta \) depends on the velocity through the second invariant \( d_{\text{eff}} \) of the strain rate tensor \( \mathbf{D} \)

\[
d_{\text{eff}} = \sqrt{\frac{1}{2} \text{tr} \mathbf{D}^2}, \quad \mathbf{D} = \frac{1}{2} (\nabla \mathbf{v} + (\nabla \mathbf{v})^T).
\]

We assume the so-called Glen parameter, \( n \), to take the standard value \( n = 3 \). The rate factor \( A \) depends on temperature via an exponential function. However for simplicity we consider isothermal conditions, i.e., \( A \) is constant. Even for a constant viscosity, the Stokes problem is computationally challenging. For a \( d \)-dimensional problem the equation system (1)-(2) has \( d + 1 \) unknown variables, and as the pressure is absent from (2), it becomes a saddle point problem,
Figure 1: The Haut Glacier d’Arolla in a Cartesian coordinate system. For aesthetic reasons, the coordinates are exaggerated in the vertical direction. The ice surface position is described by \( h(x,y,t) \) and the bedrock underneath is given by \( b(x,y) \). The origin of the coordinate system is 2500 m above sea level. The normal vector \( \mathbf{n} \), is pointing outwards from the ice. In two dimensions there is one tangential vector \( \mathbf{t} \), and in three dimensions two orthogonal vectors span a tangential plane.

requiring careful treatment. The nonlinear case is even more complicated, since the viscosity is dependent on the velocity field, and a nonlinear solver has to be employed. Typically the nonlinearity is resolved by fixed point or Newton iterations, repeatedly assembling and solving a linear Stokes system, and updating the viscosity in each iteration. As mentioned in the introduction, the time spent in the assembly phase in standard finite element models can dominate the solution phase (Valen-Sendstad et al., 2012; Ahlkrona et al., 2016). This is because in the finite element method, the equations are stated in weak form such that the equations are multiplied by a test function \( \mathbf{q} \), and integrated over the domain \( \Omega \). The non-linear term in (1) in weak form is

\[
\int_{\Omega} \frac{1}{2} \eta(\mathbf{v}) \left( \nabla \mathbf{v} + (\nabla \mathbf{v})^T \right) \left( \nabla \mathbf{q} + (\nabla \mathbf{q})^T \right) dV. \tag{5}
\]

Since the viscosity is inside the integral, it is inseparable from the divergence operator and symmetric gradient, such that the entire term has to be assembled together at once in each nonlinear iteration. In the RBF method, on the other hand, the equations are stated in strong form, and thus the discrete divergence operator and the symmetric gradient operator in the nonlinear term can be represented by matrices, and the viscosity by a vector. The two matrices are independent of the viscosity, such that they can be assembled outside the nonlinear iterations and only multiplied with the viscosity vector inside the nonlinear iterations.

Another challenge is the singular nature of the constitutive law (3). For zero strain rate, \( d \), the viscosity is infinite, which may lead to ill-conditioned matrices and slowly converging iterative solvers. The problem sizes are typically large, for example, a finite element discretization of Greenland requires a mesh of at least 300,000 elements (Sedddik et al., 2012). Therefore, it is crucial to address these issues efficiently. We do this partly by employing RBF methods and partly by using a higher order approximation to the Stokes model.
After the velocity field is computed, the ice surface position is updated by solving the free surface equation

\[
\partial_t h + v_x \big|_{z=h} \partial_x h + v_y \big|_{z=h} \partial_y h = v_z + a_s, \tag{6}
\]

where \(a_s\) is the net accumulation/ablation normal to the surface of the ice sheet, which depends on precipitation and surface air temperature. The solution of the free surface problem is not computationally demanding in itself, as it is only of dimensionality \(d - 1\). However, as the velocities enters as coefficients in (6) and are dependent on the geometry, and, thereby, \(h\), the equation is nonlinear and sensitive to large time steps. Practical time steps span from weeks to a few years. Meanwhile, desired simulation time spans are large. For paleo-simulations, i.e., simulations performed in order to understand the past, the time span of interest is often a full glacial cycle (\(\sim 100,000\) years). In order to predict future sea level rise, simulations spanning a few centuries are sufficient, even though the initialization of the model often requires a prior paleo-simulation. Moreover, the mesh needs to be updated as the surface moves. Updating the vertical position of the ice surface can be done in a relatively efficient way in finite element models if extruded meshes are employed, while updating the geometry in the horizontal direction (the ice margins) is expensive. As a result, most of the ice sheet models keep margins fixed. However, by employing an RBF method we can avoid the constant remeshing of the domain, hence, significantly facilitating calculations.

### 2.2 Boundary Conditions

At the ice surface, \(h\), the atmospheric stresses are negligible, implying

\[
(-pI + 2\eta D) \cdot \mathbf{n} = 0, \tag{7}
\]

where \(I\) is the identity matrix. The conditions at the ice-bedrock interface, \(b\), depend on geological, hydrological and thermal conditions which are often unknown or uncertain. If the ice base is frozen, a no slip condition

\[
\mathbf{v}|_b = 0 \tag{8}
\]

is appropriate. If the temperature at the ice base is above the pressure melting point and there are sediments or water present at the interface the glacier will slide. For such scenarios we employ a sliding law on the form,

\[
\begin{align*}
(v \cdot t_i)|_b &= -(t_i \cdot (-pI + 2\eta D) \cdot \mathbf{n})|_b / \beta, \quad i = 1, 2, \tag{9} \\
(v \cdot \mathbf{n})|_b &= 0, \tag{10}
\end{align*}
\]

where \(\beta\) describes the friction at the base. As the conditions under an ice sheet or glacier are difficult to observe, \(\beta\) is often determined by inverse modeling.

### 2.3 The First Order Stokes Model

Due to limited computer resources it has not been possible to perform simulations using the exact Stokes equations for a whole ice sheet until recently (Zhang et al., 2011; Gillet-Chaulet et al., 2012; Larour et al., 2012; Seddik et al., 2012; Petra et al., 2012, 2014). It is not yet possible to simulate very long time spans and large domains. Even on supercomputers we are limited to a couple of hundred years for Greenland, and even shorter times for Antarctica. To
avoid large systems of equations and circumvent any issues related to the saddle point nature of the Stokes problem we employ a high order approximation to the Stokes equations—the First Order (FO) Stokes model. The FO model, also called the Blatter–Pattyn model, is a high order approximation that was originally derived by Blatter (1995) and further refined by Pattyn (2003). It exploits the fact that the ice body is thin, such that the ratio between the typical thickness of the ice, \([H]\), and the typical width, \([L]\), is small. Under this assumption, \(\partial_x v_z\) and \(\partial_y v_z\) are neglected, and \(\partial_x (\eta (\partial_z v_x + \partial_y v_y))\) and \(\partial_y (\eta (\partial_x v_y + \partial_y v_z))\) are considered negligible in comparison to \(\partial_z (2\eta \partial_z v_z)\). These simplifications allows for decoupling the vertical component of the momentum equation in (1) from the horizontal components. Then the horizontal velocity components \((v_x, v_y)\) can be obtained by solving the following system of equations in only \(d-1\) unknowns

\[
\begin{align*}
\partial_x (\eta (2\partial_x v_x + \partial_y v_y)) + \frac{1}{2} \partial_y (\eta (\partial_x v_y + \partial_y v_x)) + \frac{1}{2} \partial_z (\eta \partial_z v_x) &= \rho g \partial_x h, \\
\frac{1}{2} \partial_x (\eta (\partial_x v_y + \partial_y v_z)) + \partial_y (\eta (2\partial_y v_y + \partial_x v_x)) + \frac{1}{2} \partial_z (\eta \partial_z v_y) &= \rho g \partial_y h.
\end{align*}
\]

Once the horizontal velocity is obtained, the vertical velocity is given by the mass conservation equation (2) and the pressure is given by

\[
p = -2\eta (\partial_x v_x + \partial_y v_y) + \rho g (h - z).
\]

The FO model was shown theoretically to be second order accurate in the aspect ratio \(\delta = [H]/[L]\) by Schoof and Hindmarsh (2010). It was also compared to the exact Stokes equations in numerical experiments on the Greenland Ice Sheet by Larour et al. (2012), proving it to be highly accurate.

### 2.4 Haut Glacier d’Arolla

We apply the RBF method to a two dimensional simulation along the 5 km long central flow line of the Haut Glacier d’Arolla in the Swiss Alps, as it was during the Little Ice Age in 1930, see Fig. 1. This geometry was one of the test cases in a benchmark experiment designed for evaluating the accuracy of ice sheet models, the ISMIP–HOM benchmark (Pattyn et al., 2008). The initial surface and bedrock topography is available on the ISMIP–HOM website (Pattyn, 2016), with a resolution of \(\delta x = 100m\). The benchmark case consists of two diagnostic simulations, one with no slip conditions at the base according to (8), and one with partial slip, such that \(\beta\) in (9)-(10) is

\[
\beta = \begin{cases} 
0, & \text{if } 2200 \leq x \leq 2500 \text{ m}, \\
>> 1, & \text{elsewhere},
\end{cases}
\]

that is, no slip condition is applied except for between \(x = 2200\) and \(x = 2500\) where free slip occurs. This is a challenging boundary condition, as the transition between no slip and free slip is discontinuous. In addition to these simulations, we will also let the free surface evolve in time by solving (6). The free surface will move purely due to transport, as we are not aware of any dataset describing the accumulation and ablation at Haut Glacier d’Arolla during the 1930’s and therefore set \(a_s = 0\), without loss of generality. The two dimensional
Table 1: Parameter values for the Haut Glacier d’Arolla simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate factor $A$</td>
<td>$10^{-16}$ Pa$^{-n}$yr$^{-1}$</td>
</tr>
<tr>
<td>Density $\rho$</td>
<td>910 kg m$^{-3}$</td>
</tr>
<tr>
<td>Gravitational constant $g$</td>
<td>9.81 m s$^{-2}$</td>
</tr>
<tr>
<td>Glen’s parameter $n$</td>
<td>3</td>
</tr>
</tbody>
</table>

flow line version of the FO equations determining the velocity field and ice surface position of the Haut Glacier d’Arolla, is

$$2\partial_x (\eta \partial_x v_x) + \frac{1}{2}\partial_z (\eta \partial_z v_x) = \rho g \partial_x h,$$  \hspace{1cm} (15)

$$\partial_z v_z = -\partial_x v_x,$$ \hspace{1cm} (16)

$$\partial_t h + v_x|_{z=s} \partial_x h = v_z,$$ \hspace{1cm} (17)

where the viscosity is

$$\eta = \frac{1}{4} A^{-1/3} \left[ (\partial_x v_x)^2 + (\partial_z v_z)^2 + \frac{1}{2}(\partial_z v_x + \partial_x v_z)^2 \right]^{-1/3}.$$  \hspace{1cm} (18)

Here the Glen parameter was set to the standard value $n = 3$. The values of all problem parameters for the Haut Glacier d’Arolla experiment follow ISMIP-HOM and are given in Table 1. The boundary conditions at the surface and the base are also simplified. By considering the FO approximation to the strain rate tensor $D$ and expressing the normal and tangential vector as functions of the surface gradient $\partial_x h$ and bedrock gradient $\partial_x b$, the stress free boundary condition (7) in two dimensions reduces to

$$\eta \left( 2\partial_x v_x \partial_x h - \frac{1}{2} \partial_x v_x \right) = 0.$$ \hspace{1cm} (19)

Similarly, the slip boundary condition (9)-(10) reduces to,

$$2\eta \left( 2\partial_x v_x \partial_x b - \frac{1}{2} \partial_x v_x \right) + \sqrt{(\partial_x b)^2 + \frac{1}{2} v_x} = 0.$$ \hspace{1cm} (20)

The no slip condition is trivially $v_x = v_z = 0$.

3 Radial Basis Function Methods

In this section we introduce the concept of radial basis function (RBF) methods. In RBF methods, the domain is discretised by scattering a set of nodes. Each node is associated with a radial basis function, whose value depends only on the distance from its center. This makes RBF methods very flexible with respect to the geometry of the domain. The solution is sought as a linear combination of the basis function. Below follows the mathematical description of the RBF method in terms of general PDE problems.
Given \( N \) distinct scattered nodes \( x = [x_1, x_2, \ldots, x_N] \), \( x_i \in \Omega \subset \mathbb{R}^d \), the RBF interpolant, \( J_u \), of a function with values \( u = [u(x_1), u(x_2), \ldots, u(x_N)] \) defined at those nodes takes the form

\[
J_u(x) = \sum_{j=1}^{N} \alpha_j \phi(\|x - x_j\|), \quad x \in \Omega,
\]

where \( \alpha_j \) are unknown coefficients, \( \| \cdot \| \) is the Euclidean norm and \( \phi(r) \) is a real-valued radial basis function (RBF). A few commonly used RBFs are presented in Table 2. In all our experiments we use Multiquadric (MQ) basis functions.

In order to determine the coefficients \( \alpha_j \) we enforce the interpolation conditions by global collocation at the node points

\[
J_u(x_j) = u(x_j), \quad j = 1, 2, \ldots N.
\]

As a result we obtain a linear system

\[
A \alpha = u,
\]

where \( A_{ij} = \phi(\|x_i - x_j\|) \). For the RBFs presented in Table 2 the matrix \( A \) is always invertible, that is, a solution to system (23) can always be found. Such an RBF approximation yields exponential convergence for the basis functions from Table 2 for smooth problems (Kansa, 1990a; Rieger and Zwicknagl, 2010). However, it is important to mention that approximation properties of RBF based methods strongly depend upon the shape parameter \( \varepsilon \), that governs the width of the basis function. A better approximation is usually observed when \( \varepsilon \) is a relatively small value. However, in this case the RBF matrix \( A \) becomes ill-conditioned, which leads to inaccurate calculations. In order to avoid this issue a stable evaluation technique, such as the Contour–Padé (Fornberg and Wright, 2004) or the RBF–QR method (Fornberg et al., 2011), can be applied.

### Table 2: Commonly used radial basis functions.

<table>
<thead>
<tr>
<th>RBF</th>
<th>( \phi(r) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiquadric (MQ)</td>
<td>((1 + (\varepsilon r)^2)^{1/2})</td>
</tr>
<tr>
<td>Inverse Multiquadric (IMQ)</td>
<td>((1 + (\varepsilon r)^2)^{-1/2})</td>
</tr>
<tr>
<td>Inverse Quadratic (IQ)</td>
<td>((1 + (\varepsilon r)^2)^{-1})</td>
</tr>
<tr>
<td>Gaussian (GS)</td>
<td>(e^{-(\varepsilon r)^2})</td>
</tr>
</tbody>
</table>

### 3.1 Kansa’s Method

The global RBF method, also known as Kansa’s method, discussed in the previous section can easily be extended to the solution of linear boundary value problems (BVPs) (Kansa, 1990b). Consider an elliptic BVP

\[
\begin{cases}
\mathcal{L}u(x) = f(x), \quad x \in \Omega, \\
\mathcal{F}u(x) = g(x), \quad x \in \partial\Omega,
\end{cases}
\]
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where $\mathcal{L}$ is the interior differential operator, $\mathcal{F}$ is the boundary differential operator, and $f$, $g$ are some functions. To attack this problem numerically, we scatter $N$ discretisation nodes in $\Omega$. Without loss of generality, we assume that the first $N_I$ nodes belong to the interior of $\Omega$ and the last $N_B = N - N_I$ nodes belong to the boundary $\partial \Omega$. We seek a solution to system (24) in the form of the RBF interpolant (21). Collocating at the node points we obtain the following linear system

$$
\mathbf{C} \alpha := \begin{bmatrix} \mathcal{L} \\ \mathcal{F} \end{bmatrix} \alpha := \begin{bmatrix} \mathcal{L}I & \mathcal{L}B \\ \mathcal{F}I & \mathcal{F}B \end{bmatrix} \begin{bmatrix} \alpha_I \\ \alpha_B \end{bmatrix} = \begin{bmatrix} \mathcal{F}I \\ \mathcal{F}B \end{bmatrix} = \begin{bmatrix} f_I \\ g_B \end{bmatrix},
$$

(25)

where $L$, $F$, $f$, and $g$ are discrete representations of the continuous quantities, and the subscripts $I$ and $B$ denote that the quantities are evaluated in the interior and the boundary nodes, respectively. The matrices $L$ and $F$ consist of elements $L_{ij} = \mathcal{L}\phi(\|x_i - x_j\|)$ and $F_{ij} = \mathcal{F}\phi(\|x_i - x_j\|)$. For convenience, we switch from solving for $\alpha$ to directly solving for the sought solution $u$. By rewriting equation (23) we find

$$
\alpha = \mathbf{A}^{-1} u.
$$

(26)

As it was already mentioned, $\mathbf{A}^{-1}$ exists for the choices of basis functions as in Table 2. Consequently, system (25) now takes the form

$$
\begin{bmatrix} \mathcal{L}I & \mathcal{L}B \\ \mathcal{F}I & \mathcal{F}B \end{bmatrix} \begin{bmatrix} \alpha_I \\ \alpha_B \end{bmatrix} = \begin{bmatrix} \mathcal{L}I & \mathcal{L}B \\ \mathcal{F}I & \mathcal{F}B \end{bmatrix} \begin{bmatrix} u_I \\ u_B \end{bmatrix} = \begin{bmatrix} f_I \\ g_B \end{bmatrix}.
$$

(27)

In the same manner solutions of nonlinear BVPs can be approximated by the global RBF method. Consider a nonlinear BVP

$$
\mathcal{P}[x, u(x), \mathcal{D}u(x)] = 0 \Rightarrow \begin{cases} \mathcal{P}_1 = 0, & x \in \Omega, \\ \mathcal{P}_2 = 0, & x \in \partial \Omega, \end{cases}
$$

(28)

where $\mathcal{P}_1$ is the interior nonlinear operator, $\mathcal{P}_2$ is the boundary nonlinear operator, and $\mathcal{D}$ is a shorthand notation for differential operators, such as $\partial_x, \partial_y, \nabla$. Collocating (28) based on (21), we obtain a nonlinear system of equations

$$
P(\alpha) := \mathcal{P}[\hat{x}, \mathcal{J}_u(\hat{x}), \mathcal{D}\mathcal{J}_u(\hat{x})] = 0.
$$

(29)

The RBF solution to the BVP (28) can then be found as $\mathcal{J}_u(x; \alpha^*)$, where $\alpha^*$ is a root of the nonlinear system (29) that is sought by a nonlinear solver. In our particular case the nonlinear solver is a fixed point iteration method.

### 3.2 The Radial Basis Function Partition of Unity Method

The global RBF approximation results in a system of equations with a dense coefficient matrix. This implies that a significant computational effort is required to solve the system. In order to bypass this issue we employ a partition of unity technique, which was originally introduced for finite element methods in (Babuska and Melenk, 1997) and was later adopted to RBF methods (Cavoretto and Rossi, 2012; Saflari-Vaighani et al., 2015; Shcherbakov and Larsson, 2016). The partition of unity approach allows for significant sparsification of the coefficient matrix.
matrix. Thereby, the high computational cost associated with the global method is overcome, while a similarly high accuracy is maintained. Furthermore, a partition based formulation is well suited for parallel implementations.

We construct an open cover \( \{ \Omega^i \}_{i=1}^M \) of \( \Omega \), where \( \Omega^i \) are overlapping patches, such that
\[
\Omega \subset \bigcup_{i=1}^M \Omega^i. \tag{30}
\]

In each patch we define a local interpolant similarly to (21)
\[
J^i_u(x) = \sum_{j=1}^{N^i} \alpha^i_j \phi(\|x - x^j_i\|), \quad x \in \Omega, \tag{31}
\]
where \( N^i \) is the number of node points, which fall inside the \( i \)-th patch. The local interpolants are combined into a global interpolant
\[
J_u(x) = \sum_{i=1}^M w^i(x) J^i_u(x), \quad x \in \Omega, \tag{32}
\]
where \( \{ w^i \}_{i=1}^M \) is a partition of unity subordinated to the open cover \( \{ \Omega^i \}_{i=1}^M \), that is, \( w^i \) is compactly supported on \( \Omega^i \) and
\[
\sum_{i=1}^M w^i(x) = 1, \quad x \in \Omega. \tag{33}
\]

The partition of unity weight functions can be constructed using Shepard’s method (Shepard, 1968)
\[
w^i(x) = \frac{\varphi^i(x)}{\sum_{k=1}^M \varphi^k(x)}, \quad i = 1, 2, \ldots, M, \tag{34}
\]
where \( \varphi^i(x) \) is compactly supported on \( \Omega^i \). We choose \( C^2(\Omega) \) compactly supported Wendland functions (Wendland, 1995)
\[
\varphi(r) = \begin{cases} (1 - r)^4(4r + 1), & \text{if } 0 \leq r \leq 1, \\ 0, & \text{if } r > 1. \end{cases} \tag{35}
\]

We need at least \( C^2 \) continuity of the partition of unity weights, since the model for the glacier dynamics requires existence of the second derivative of the solution.

Collocation on (24) and (28) using (32) leads to a system of equations which, in contrast to the global method, has a sparse coefficient matrix. It is useful to bear in mind the following formulas for derivatives of the interpolant, while constructing discrete representations of differential operators.
\[
\partial_x J_u(x) = \sum_{i=1}^M \left[ \partial_x w^i(x) J^i_u(x) + w^i(x) \partial_x J^i_u(x) \right], \tag{36}
\]
\[
\partial^2_{xy} J_u(x) = \sum_{i=1}^M \left[ \partial^2_{xy} w^i(x) J^i_u(x) + \partial_x w^i(x) \partial_y J^i_u(x) + \partial_y w^i(x) \partial_x J^i_u(x) + w^i(x) \partial^2_{xy} J^i_u(x) \right]. \tag{37}
\]
If (32), (36), and (37) are evaluated on a set of discrete nodes we obtain

\[ J_u(x) = \sum_{i=1}^{M} R^i W^i A^i \alpha^i = \sum_{i=1}^{M} R^i W^i u^i, \]  
(38)

\[ \partial_x J_u(x) = \sum_{i=1}^{M} R^i \left[ W^i_x A^i + W^i A^i_x \right] \alpha^i = \sum_{i=1}^{M} R^i \left[ W^i_x A^i + W^i A^i_x \right] (A^i)^{-1} u^i, \]  
(39)

\[ \partial_{xy}^2 J_u(x) = \sum_{i=1}^{M} R^i \left[ W^i_{xy} A^i + W^i_x A^i_y + W^i_y A^i_x + W^i A^i_{xy} \right] \alpha^i = \sum_{i=1}^{M} R^i \left[ W^i_{xy} A^i + W^i_x A^i_y + W^i_y A^i_x + W^i A^i_{xy} \right] (A^i)^{-1} u^i. \]  
(40)

Here, \( R^i \) is a permutation operator that maps the local index set \( \Xi_i = \{1, 2, \ldots, N^i\} \) corresponding to the nodes in the \( i \)-th partition into the global index set \( \Xi = \{1, 2, \ldots, N\} \), and \( W^i, W^i_x, \) and \( W^i_{xy} \) are diagonal matrices with elements \( w^i(x_j), \partial_x w^i(x_j), \) and \( \partial_{xy} w^i(x_j) \), respectively, on the diagonal. The local RBF matrix is denoted by \( A^i \), and \( A^i_x \) and \( A^i_{xy} \) are local derivative RBF matrices with elements \( \partial_x \phi(\|x_i - x_j\|) \) and \( \partial_{xy}^2 \phi(\|x_i - x_j\|) \), respectively.

4 Numerical Experiments

In this section five numerical experiments are conducted. The first experiment, Experiment 0, is a pre-study performed in order to determine the optimal value of the shape parameter \( \varepsilon \) that will be used in the subsequent experiments. Experiment 1 and Experiment 2 are identical to the ISMIP-HOM E experiment (Pattyn et al., 2008). That is, the FO equations are solved for a fixed ice surface with no slip conditions (Experiment 1) or partial slip conditions (Experiment 2) at the base. In Experiment 3, a transient simulation with a moving free surface is carried out. This experiment demonstrates the advantage of applying the mesh free approach to problems which are defined in domains with moving boundaries. For these experiments the global RBF method is used. In the last experiment, the RBF-PUM is applied to the problem with a fixed surface and no slip boundary condition at the base. Then, it is compared with the global RBF method in terms of computational efficiency.

We summarize the settings for Experiment 1–Experiment 4, including the details about discretization and parameter values in Table 3.

Full versions of the MATLAB code can be downloaded from http://www.it.uu.se/research/project/rbf/software/rbf_ice.

4.1 Domain Discretization

The domain discretization used for the Haut Glacier d’Arolla is presented in Fig. 2. To construct the set of computational nodes we start by defining a background grid. In general, it can be a set of scattered nodes. However, uniform or quasi-uniform node sets are typically
Table 3: Experimental setting.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th>Experiment 2</th>
<th>Experiment 3</th>
<th>Experiment 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface BC</td>
<td>Fixed</td>
<td>Fixed</td>
<td>Moving</td>
<td>Fixed</td>
</tr>
<tr>
<td>Base BC</td>
<td>No Slip</td>
<td>Partial Slip</td>
<td>No Slip</td>
<td>No Slip</td>
</tr>
<tr>
<td>$h_{fill}$</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td>Indist. threshold</td>
<td>0.016</td>
<td>0.016</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>Nodes</td>
<td>575</td>
<td>575</td>
<td>$\approx$ 575</td>
<td>575</td>
</tr>
<tr>
<td>RBF</td>
<td>MQ</td>
<td>MQ</td>
<td>MQ</td>
<td>MQ</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Method</td>
<td>Global RBF</td>
<td>Global RBF</td>
<td>Global RBF</td>
<td>RBF-PUM</td>
</tr>
<tr>
<td>Partitions</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>20</td>
</tr>
<tr>
<td>Overlap</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.26H</td>
</tr>
<tr>
<td>Tolerance $\tau_{tol}$</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Time step</td>
<td>-</td>
<td>-</td>
<td>1 month</td>
<td>-</td>
</tr>
</tbody>
</table>

more suitable than purely random ones. The density of the background grid is defined by
the so-called fill distance $h_{fill}$. In this context the fill distance is defined as the minimum
distance between two points in the background grid. Since the domain is thin, the number of
computational nodes required in the $x$-direction are larger than the number of nodes required
in the $z$-dimension. For our experiments we found it to be optimal to use $N_x$ nodes in
the $x$-dimension and $N_z = N_x/4$ nodes in the $z$-dimension. After the background nodes
are defined, we add the boundary nodes, select the background points which fall within the
domain and remove external points. Also, we remove all indistinct nodes leaving just one
copy (the internal nodes may coincide with the boundary nodes), as illustrated in Fig. 2. We
identify the indistinct nodes as the nodes which lie in a small neighborhood of each other. In
this study we define this small neighborhood as a disk with radius $\approx h_{fill}/2$ (for the values see
Indist. threshold in Table 3). Finally, the nodes that are included in the computations are
the remaining internal nodes combined with the boundary nodes. This combination does not
any more represent a grid and is a non-uniformly scattered node set. We use the fill distance
$h_{fill} = 0.028$ throughout this paper. The background mesh contains 2626 nodes, resulting in
575 computational nodes for the geometry in Experiment 1, 2, and 4. Since the geometry in
Experiment evolves, the number of nodes changes.

For the partition of unity approach we employ the same discretization, but the domain
now is subdivided into partitions, which we select to be of a disk shape, see Fig. 3. We find
that a partitioning with 20 patches gives sufficiently accurate results. There is a trade off
between the number of partitions and the accuracy of the numerical method (Shcherbakov
and Larsson, 2016). Typically, a low number of partitions leads to a higher accuracy, but also
to more costly calculations because of a more dense structure of the system of equations. On
the other hand, a large number of partitions leads to a worse approximation, but a higher
computational efficiency. The overlap size is an extra degree of freedom, which can be flexibly
chosen. However, it should not be too large as well as not too small. We find that 26% of the
distance between the partition centers, $H$, is an appropriate ratio.
4.2 Experiment 0: Shape Parameter

The accuracy of an RBF approximation strongly depends upon the size of the shape parameter \( \varepsilon \), that determines the width of the basis functions, as well as upon the fill distance \( h_{\text{fill}} \) (Fasshauer, 2007). Typically, the best approximation is achieved when the shape parameter is relatively small. However, in this case, the basis functions become flat, which leads to ill-conditioned systems of equations and unreliable solutions. Therefore, the value of the shape parameter should be chosen with a special care. Unfortunately, the question of how to correctly select the shape parameter still remains unanswered. Commonly, the following relation is used to define the shape parameter value

\[
\varepsilon = C / h_{\text{fill}},
\]

where \( C \) is some constant. The constant \( C \) is often chosen empirically. By assuming that \( \varepsilon \) obeys (41) we make a trade-off between conditioning and accuracy such that we can expect a robust performance (for the range of problems we consider). If there exists an analytical or an accurate reference solution, one can empirically investigate the variation of the error.
with respect to the shape parameter. If there is no reference solution, one can investigate the variation of the residual with respect to the shape parameter (Cheng et al., 2003). The value of the residual does not necessarily represent the qualitative characteristics of a method. However, it gives insight into which range of values of the shape parameter is suitable.

Let us consider the problem setting from Experiment 1 (see Section 4.3) with a fixed ice surface and no slip boundary condition at the base. In Fig. 4, we plot the dependence of the residual on the shape parameter $\varepsilon$ for three different values of the fill distance $h_{\text{fill}}$. The plot indicates that a reasonable value for the constant $C = 0.14$. Thus, for Experiment 1 we proceed with the value of the shape parameter $\varepsilon = 0.14/h_{\text{fill}}$. For all other experiments we carry out similar tests to determine an appropriate shape parameter value. The values can be found in Table 3.

![Figure 4: Experiment 0: A variation of the residual with respect to the shape parameter $\varepsilon$ for different values of the fill distance.](image)

We feel obliged to mention that there exist stabilisation methods, such as the Contour–Padé (Fornberg and Wright, 2004), the RBF–QR method (Fornberg et al., 2011), which allow for stable computations for small values of the shape parameter. However, these methods require an extra computational effort in order to find a stable basis, which becomes a significant part of the total effort for small problems ($<1000$ degrees of freedom). Nevertheless, stable methods are an essential aid when problems with more than 5000 degrees of freedom are solved, since otherwise the RBF matrix becomes too ill-conditioned even for large values of the shape parameter. Because we deal with a relatively small problem, the application of stable methods goes beyond the scope of our study. Note that the shape parameter optimization or the stabilization techniques do not play a dominant role in long term simulations.
4.3 Experiment 1: No Slip Boundary Conditions

The horizontal and vertical velocity fields $v_x$ and $v_z$ are computed by the global RBF method for a fixed ice surface and no slip boundary conditions at the base (see Fig. 5). The results are compared to a solution to the full nonlinear Stokes equations computed by the community finite element model Elmer/Ice (Gagliardini et al., 2013), see Fig. 5. In Elmer/Ice, the discretization is performed using linear elements on a triangular mesh with 1151 nodes, using a GLS type stabilization (Franca and Frey, 1992) to handle the saddle point nature of the Stokes equations. In the RBF method we avoid this issue by employing the FO model. Overall, the velocity field computed by the global RBF method is similar to the velocity field computed by Elmer/ICE. The horizontal velocity is slightly lower over the main trough around $x = 2.3$ km, and the vertical velocity shows more variance than in Elmer/Ice. However, the RBF solution remains essentially the same under a mesh refinement. Therefore we relate the difference in the solutions to the difference in the models used. For brevity of presentation, we display only solutions obtained by the RBF methods in the remaining experiments, and do not display their counterparts obtained by Elmer/Ice.

The main implementation steps are highlighted in Algorithm 1. The nonlinear material law is resolved through a nonlinear iteration (Step 9-16). Note that the main assembly is conducted outside the nonlinear solver (Step 6) in contrast to a finite element setting, where the entire assembly is executed within the nonlinear iteration since the equations are stated in weak form.

![Figure 5](image_url)

Figure 5: Experiment 1: a) Horizontal velocity $v_x$ obtained by the global RBF method. b) Horizontal velocity $v_x$ obtained by Elmer/Ice. c) Vertical velocity $v_z$ obtained by the global RBF method. d) Vertical velocity $v_z$ obtained by Elmer/Ice. No slip conditions are applied at the base.
Algorithm 1 Experiments 1 & 2

1: Define background node set
2: Select nodes which fall inside glacier domain
3: Remove external nodes
4: Find and erase indistinct nodes; leave only one
5: Add boundary nodes $x_B$ to internal nodes $x_I$
6: Compute distances between nodes
7: Assemble RBF derivative matrices
8: Identify initial guess $v_{x,old}$
9: while $err \geq \tau_{tol}$ do fixed point iterations
10: Evaluate $\eta$ as in (3)
11: Define differential operator as in (15)
12: Incorporate boundary condition
13: Solve system of equations to obtain $v_x$
14: Compute error $err = \|v_x - v_{x,old}\|_2$
15: Update $v_{x,old} = v_x$
16: end while

4.4 Experiment 2: Partial Slip Boundary Conditions

In this experiment, the horizontal velocity field $v_x$ is computed by the global RBF method when a discontinuous partial slipping at the base was permitted. The slip condition is governed by the barrier function (14). The discontinuous partial slip condition is challenging from the numerical approximation point of view. However, the RBF method allows for a sufficiently good resolution. Other types of slip boundary conditions can easily be implemented in the RBF framework.

The solution is displayed in Fig. 6, and it goes in line with the results of other studies, e.g., Perego et al. (2012) and with results obtained by Elmer/Ice. As in Experiment 1, the main implementation steps follow Algorithm 1.

![Figure 6: Experiment 2: Horizontal velocity $v_x$ computed with the Global RBF method. Partial sliding is applied at the base.](image)
4.5 Experiment 3: Moving Ice Surface

In Experiment 3, we consider a setting with no slip boundary condition at the base and a moving ice surface. The ice surface evolution is computed in a transient simulation over two years, from 1930 to 1932. The position of the ice surface $h$ is updated according to (6). We use a backward Euler scheme for discretizing in time, with a time step of one month. In each time step, the surface boundary nodes are displaced while the background mesh remains fixed, see panel a) in Fig. 7. As the surface moves, some nodes that were previously outside the domain are included (marked green), and others are excluded (marked red). That is, we do not need to remesh the entire domain in every time step. The only supplementary calculations, which we have to execute, are to find distances between the displaced boundary nodes, the newly added nodes and the remaining internal nodes, and assembly the RBF matrices corresponding to those distances. This is a relatively small effort compared with a complete remeshing and full matrix assembly. Thus, such an approach significantly facilitates computations. The horizontal velocity field $v_x$ after two years (in 1932) is presented in panel b) in Fig. 7. This test case was not a part of the original ISMIP-HOM experiment (Pattyn et al., 2008), therefore we do not have a reference to compare with. Nevertheless, the result seems sound from the physical point of view and aligns with our intuition about the velocity distribution for this type of geometry. The key steps of the implementation are highlighted in Algorithm 2. As mentioned above, we benefit substantially from using a meshfree approach, because the assembly of the RBF derivative matrices for the immobile background nodes can conveniently be placed outside the time step iteration (Step 2-3). Within the time step iteration only a small part, which corresponds to the displaced boundary nodes and newly added internal nodes, has to be computed (Step 9-11).

4.6 Experiment 4: RBF Partition of Unity Method

In Experiment 4, we consider the same settings with no slip boundary condition and fixed surface as in Experiment 1. However, the solution method is now RBF–PUM. The horizontal
Algorithm 2 Experiment 3

1: Define background node set
2: Compute distances between nodes
3: Assemble RBF derivative matrices
4: Initialise surface position $h$
5: for each time step do
6: Select nodes which fall inside glacier domain
7: Find and erase indistinct nodes; leave only one
8: Pick part of matrices corresponding to internal nodes
9: Add boundary nodes to internal nodes $\mathbf{x} = [\mathbf{x}_I, \mathbf{x}_B]
10: Compute distances between $\mathbf{x}_B$ and $\mathbf{x}$
11: Assemble RBF matrices for boundary nodes
12: Add RBF boundary matrices to matrices from step 8
13: Repeat steps 6-15 from Algorithm 1
14: Evaluate (16) to find vertical velocity $v_z$
15: Update surface position by solving (6)
16: end for

velocity $v_x$ is shown in Fig. 8. If we compare this result to the solution obtained by the global RBF method, no qualitative differences can be observed. The purpose of this experiment is to illustrate the advantage of RBF–PUM over the global RBF method in terms of computational efficiency. Since RBF–PUM is a localized method, the computational effort spent on solving the system of equations is significantly less due to the sparse coefficient matrix. In Table 4 we present the execution times for the global RBF method and RBF–PUM. In order to eliminate the computer system bias we ran each code five times. From these five runs, the shortest and the longest times were taken out of consideration, and an average over the remaining three times is computed. Note that only the time of solving the nonlinear system is presented, while the time of the matrix assembly is disregarded for both methods. However, we emphasize that,
in contrast to the global RBF method, the matrix assembly in the RBF-PUM case can be implemented in parallel, since all local RBF matrices can be computed independently. In the experiment, the domain partitioning is performed such that the number of nodes per partition is kept nearly constant under refinement. That is, when the fill distance $h_{\text{fill}} = 0.0280$ the number of partitions $M = 20$, while for $h_{\text{fill}} = 0.0140$ the number of partitions $M = 40$. From

Table 4: Experiment 4: Execution times of the global RBF method and RBF-PUM for the same number of degrees of freedom.

<table>
<thead>
<tr>
<th>$h_{\text{fill}}$</th>
<th>$N_{\text{dof}}$</th>
<th>Run Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0583</td>
<td>188</td>
<td>0.2076</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1296</td>
</tr>
<tr>
<td>0.0280</td>
<td>575</td>
<td>0.8198</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4800</td>
</tr>
<tr>
<td>0.0189</td>
<td>1131</td>
<td>4.1728</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5946</td>
</tr>
<tr>
<td>0.0140</td>
<td>1905</td>
<td>78.851</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.313</td>
</tr>
<tr>
<td>0.0113</td>
<td>2814</td>
<td>234.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>36.824</td>
</tr>
</tbody>
</table>

the data presented in Table 4 we observe a substantial speedup of RBF-PUM compared to the global RBF method. Moreover, the advantage increases with the number degrees of freedom. The main implementation steps are presented in Algorithm 3.

Algorithm 3 Experiment 4

1: Repeat steps 1-4 from Algorithm 1
2: Identify partitioning
3: for 1 to number of partitions $M$ do
4: Ascertain which nodes fall within $i$-th partition
5: Compute distances between nodes
6: Assemble local RBF derivative matrices
7: Compute partition of unity weight
8: Insert weighted local matrices into global matrices
9: end for
10: Repeat steps 6-15 from Algorithm 1

5 Conclusions

We have implemented the meshfree global RBF method and RBF-PUM for modeling of the dynamics of Haut Glacier d’Arolla. The underlying model was a higher order approximation to the governing nonlinear Stokes equations, the FO model. We considered several different glaciological scenarios: a transient simulation with a moving ice surface, frozen basal conditions and discontinuous partial slip basal conditions. We also compared the global RBF method and RBF-PUM in terms of computational efficiency and modeling capability.

We found that the RBF method is well suited for applications in glacier and ice sheet modeling, due to its meshfree nature which allows for swift handling of the free surface. In
a three dimensional simulation, the moving margin could be handled in the exact same way, which would be a major advantage as moving margins are one of the obstacles in modern ice sheet models. Moreover, the assembly phase, which is the dominant part of the computational effort in some finite element ice sheet models, may be accelerated. This is thanks to the possibility to move parts of the matrix construction outside both the nonlinear iterations, resolving the non-Newtonian nature of ice, and outside the time step iteration in a transient simulation. We also would like to stress that RBF methods can be favorable due to the ease of implementation, which may be of benefit to the glaciology community.

Another significant advantage of the RBF method is its high accuracy properties. This can be beneficial especially for larger problem simulations than the Haut Glacier d’Arolla. The cost associated with the global RBF method can be high due to dense coefficient matrix structure. This issue was overcome by RBF-PUM which is a localized method. Application of RBF-PUM leads to a sparse coefficient matrix resulting in more efficient computations. Furthermore, the RBF-PUM allows for easy implementation of parallel algorithms.

As a final remark we see no theoretical obstacles to extending the RBF models to three dimensional continental scale parallelized ice sheet simulations.
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