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Abstract. The Adaptive Local Iterative Filtering (ALIF) method is a recently proposed iterative procedure to decompose a signal into a finite number of “simple components” called intrinsic mode functions. It is an alternative to the well-known and widely used empirical mode decomposition, a method proposed in 1998 by Huang and his research team at NASA. In this paper we consider the discrete version of the ALIF method and we perform a spectral analysis of the related iteration matrices, with particular focus on the eigenvalue clustering and the eigenvalue distribution. Based on the eigenvalue distribution, we formulate a necessary condition for the convergence of the Discrete ALIF method. We also provide a simple criterion to construct appropriate filters satisfying this condition. Our analysis, which represents a first step toward a complete mathematical understanding of the ALIF method, relies on recent matrix-theoretic results about sampling matrices and, above all, on the theory of generalized locally Toeplitz sequences, which we extend in this paper. Several numerical examples in support of the theoretical analysis are presented.
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1. Introduction. The Adaptive Local Iterative Filtering (ALIF) method was proposed in [12] as a generalization of the Iterative Filtering (IF) method due to Lin et al. [29]. The purpose of both these techniques is to iteratively decompose a given signal into a finite number of “simple components” called Intrinsic Mode Functions (IMFs). The idea of looking for such a decomposition dates back to the pioneering work by Huang et al. [23]. In particular, according to [23, section 4], an IMF is a signal possessing the following two properties:

• the number of extrema and the number of zero crossings must be either equal or differ at most by one;

• at any point, the mean value of the envelope connecting the local maxima and the envelope connecting the local minima must be zero.

For more details, we refer the reader to [23].

The first method able to decompose a signal into IMFs was proposed by Huang et al. [23] and goes under the name of Empirical Mode Decomposition (EMD). The EMD and its stable version, the Ensemble Empirical Mode Decomposition (EEMD) [42], have found extensive applications in many scientific fields: in Medicine, to automatically identify seizure-free electroencephalographic signals [35], study the gastroesophageal reflux disease [28], derive the respiratory sinus arrhythmia from the heartbeat time series [7], analyze the heart rate variability [17], denoise the elec-
trocardiographic signal and correct the baseline wander [9], study the dengue virus spread [22], identify the coupling between prefrontal and visual cortex [21]; in Geophysics, to study the evolution of land surface air temperature trend [25], analyze the global mean sea-level rise [10], extract the solar cycle signal from the stratospheric data [16], identify near-fault ground-motion characteristics [30]; in Engineering, to diagnose faults in rotating machinery [27], separate two sources from a single-channel recording [31], control the wind response of a building with variable stiffness tuned mass damper [41]; in Information Technology, to analyze images [33] and texture [34]; in Economics, to analyze the price of the crude oil [44]. This seemingly long list of applications is actually far from being complete. In fact, the first paper ever published on the EMD algorithm [23] has received so far, based on the Scopus database, more than 9000 citations.

Despite the applicative success, the convergence analysis of EMD and EEMD is still an open problem. This is due to the fact that a key step of both these methods is the computation of the moving average of a given signal by means of cubic splines. The IF and ALIF algorithms have been recently proposed in [12, 29] as alternatives to EMD and EEMD. Their structure is the same as the structure of EMD and EEMD, but the moving average of a signal is now computed by integrating a properly weighted version of the signal itself. Such a computation by means of integrals instead of cubic splines opens the door to a mathematically rigorous convergence analysis of the IF and ALIF methods. Over the last two years, both these methods have gained a considerable attention from the international scientific community [2, 3, 4, 5, 6, 26, 32, 37, 40, 43]. However, while the convergence analysis of the IF method has already been carried out in the continuous and discrete settings [12, 15], so far nothing is known about the convergence of the ALIF method.

In this paper we focus on the discrete version of the ALIF method, which will be introduced in section 2.3. Using recent results about sampling matrices [1] and the theory of Generalized Locally Toeplitz (GLT) sequences [18, 19, 38, 39], we analyze the asymptotic spectral properties of the ALIF iteration matrices, with particular attention to the eigenvalue clustering (Theorem 4.1) and the eigenvalue distribution (Theorems 4.4 and 4.5). In doing so, we also provide a noteworthy extension of the theory of GLT sequences (Theorem 4.6). Based on our spectral analysis, we formulate a necessary condition for the convergence of the Discrete ALIF method (condition (4.21)), and we provide in Remark 4.10 a simple criterion for constructing appropriate filters which ensure that (4.21) is satisfied. It is worth noting that a completely analogous criterion was obtained in [12, section 2.1], when analyzing the convergence of the simpler IF method. A few numerical examples are provided in section 5 to support the analysis of section 4. In section 6 we draw conclusions and suggest future lines of research.

2. The ALIF method.

2.1. Terminology. Throughout this paper, any real function \( g : \mathbb{R} \to \mathbb{R} \) is also referred to as a signal. Without loss of generality, we assume that the domain on which every signal \( g \) is studied is the reference interval \([0, 1] \). Outside the reference interval, the signal is usually not known and so, whenever necessary, we have to make assumptions, that is, we have to impose boundary conditions. The extrema of a signal \( g \) are the points belonging to \((0, 1)\) where \( g \) attains its local maxima and minima. If \( \mathbf{g} = [g_0, \ldots, g_{n-1}] \) is a vector in \( \mathbb{R}^n \), the extrema of \( \mathbf{g} \) are the indices

\[\text{extrema of } \mathbf{g} \text{ are the indices} \]
belonging to \{1, \ldots, n - 2\} where \( g \) attains its local maxima and minima, i.e., the indices \( j \in \{1, \ldots, n - 2\} \) such that \( g_j > \max(g_{j-1}, g_{j+1}) \) or \( g_j < \min(g_{j-1}, g_{j+1}) \).

A filter \( k \) is an even, nonnegative, bounded, measurable, and compactly supported function from \( \mathbb{R} \) to \( \mathbb{R} \) satisfying the normalization condition \( \int_{\mathbb{R}} k(y) \, dy = 1 \) and the following additional property: let \( \ell = \sup\{y > 0 : k(y) > 0\} \), then \( k(y) = 0 \) for \( |y| \geq \ell \). We refer to \( \ell \) as the length of the filter \( k \). Note that \( 0 < \ell < \infty \) and the support of \( k \) is contained in \([-\ell, \ell]\).

**Algorithm 2.1 (ALIF Algorithm)** IMFs = ALIF(\( g \))

| IMFs = {} |
| initialize the remaining signal \( r = g \) |
| while the number of extrema of \( r \) is \( \geq 2 \) do |
| for each \( x \in [0, 1] \) compute the filter \( k_x \), whose length \( \ell(x) \) changes from \( x \) to \( x \) based on \( r \) itself |
| \( g_1 = r \) |
| \( m = 1 \) |
| while the stopping criterion is not satisfied do |
| compute the moving average \( f_m \) of the signal \( g_m \) as |
| \( f_m(x) = \int_{\mathbb{R}} g_m(y) k_x(x - y) \, dy \) |
| \( g_{m+1} = g_m - f_m \) |
| \( m = m + 1 \) |
| end while |
| IMFs = IMFs \( \cup \{g_m\} \) |
| \( r = r - g_m \) |
| end while |

**2.2. The ALIF method.** As mentioned in section 1, the ALIF method is an iterative procedure whose purpose is to decompose a signal \( g \) into a finite number of “simple components”, the so-called IMFs of \( g \). Algorithm 2.1 shows the pseudocode of the ALIF method, in which the input is a signal \( g \) and the output is the set of the IMFs of \( g \). The ALIF algorithm contains two loops. The inner loop captures a single IMF, while the outer loop produces all the IMFs embedded in \( g \). Considering the first iteration of the ALIF outer loop in which \( g_1 = g \), we see that the key idea to extract the first IMF consists in computing the moving average of \( g_m \) and subtract it from \( g_m \) itself so as to capture the fluctuation part \( S_m(g_m) = g_m - f_m = g_{m+1} \).

This is repeated iteratively and, assuming convergence, the first IMF is obtained as \( \text{IMF}_1 = \lim_{m \to \infty} S(g_m) \). In practice, however, we cannot let \( m \) go to \( \infty \) and we have to use a stopping criterion, as indicated in Algorithm 2.1. Assuming convergence, one can stop the inner loop at the first index \( m \) such that the difference \( g_{m+1} - g_m \) is small in some norm (possibly, a norm for which the convergence is known). A safer stopping criterion also imposes a limit on the maximum number of iterations. Once the first IMF is obtained, to produce the second IMF we apply the previous process to the remaining signal \( r = g - \text{IMF}_1 \). We then iterate this procedure to obtain all the IMFs of \( g \) and we stop as soon as the remaining signal becomes a trend signal, meaning that it possesses at most one extremum. Clearly, the sum of all the IMFs of \( g \) produced by the ALIF method with the final trend signal \( r \) is equal to \( g \).

---

Throughout this paper, the word “measurable” always means “Lebesgue measurable”.

Remark 2.1. In the case where $\ell(x)$ is chosen at each iteration of the outer loop as a constant $\ell$, depending on the remaining signal $r$ but not on $x$, the ALIF method reduces to the IF method, whose convergence has been studied in [12, 24].

Remark 2.2. In practical applications of the ALIF method, $k_x$ is chosen as

$$k_x(y) = \frac{k(y/\ell(x))}{\ell(x)},$$

where $k$ is an a priori fixed filter with length 1 (so that the length of $k_x$ is $\ell(x)$ as in Algorithm 2.1).

2.3. The Discrete ALIF method. In practice, we usually do not know a signal $g$ on the whole reference interval $[0, 1]$. What we actually know are the samples of $g$ over a fine grid in $[0, 1]$. We therefore need a discrete version of the ALIF algorithm, which is able to (approximately) capture the IMFs of $g$ by exploiting this sole information. From now on, we make the following assumptions.

- For any signal $g$, no other information about $g$ is available except for its samples at the $n$ points $x_i = \frac{i}{n-1}$, $i = 0, \ldots, n-1$. Moreover, $g = 0$ outside $[0, 1]$ (so we are imposing homogeneous Dirichlet boundary conditions).
- The filter $k_x$ is defined as in (2.1) in terms of an a priori fixed filter $k$ with length 1.

Under these hypotheses, what we may ask to a discrete version of the ALIF algorithm is to compute the (approximated) samples of the IMFs of $g$ at the sampling points $x_i$, $i = 0, \ldots, n-1$. This is done by approximating the moving average at the points $x_i$ through the rectangle formula or any other quadrature rule. Setting for convenience $x_j = \frac{j}{n-1}$ for all $j \in \mathbb{Z}$, the rectangle formula yields the approximation

$$f_m(x_i) = \int_{R} g_m(y)k_x(x_i - y)dy \approx \frac{1}{n-1} \sum_{j \in \mathbb{Z}} g_m(x_j)k_x(x_i - x_j), \quad i = 0, \ldots, n-1,$$

where we note that the sum is finite because $k_x$ is compactly supported. Assuming that, at each iteration of the ALIF inner loop, the signal $g_m$ is set to zero outside the reference interval $[0, 1]$, the previous equation becomes

$$f_m(x_i) \approx \frac{1}{n-1} \sum_{j=0}^{n-1} g_m(x_j)k_x(x_i - x_j), \quad i = 0, \ldots, n-1.$$

We then obtain

$$g_{m+1}(x_i) = g_m(x_i) - f_m(x_i)$$

$$\approx g_m(x_i) - \frac{1}{n-1} \sum_{j=0}^{n-1} g_m(x_j)k_x(x_i - x_j), \quad i = 0, \ldots, n-1. \quad (2.2)$$

Denoting by $g = [g(x_0), \ldots, g(x_{n-1})]^T$ the vector containing the samples of the signal $g$ at the sampling points $x_i$, we can rewrite (2.2) in matrix form as follows:

$$g_{m+1} \approx (I_n - K_n)g_m. \quad (2.3)$$

Note that $k_x$ in (2.1) is indeed a filter according to the terminology introduced in section 2.1.
where \( I_n \) is the \( n \times n \) identity matrix and

\[
(2.4) \quad K_n = \left[ \frac{1}{n-1} k_{x_i}(x_i - x_j) \right]_{i,j=0}^{n-1} = \left[ \frac{k(x_i-x_j)}{(n-1)\ell(x_i)} \right]_{i,j=0}^{n-1} = \left[ \frac{k^{(n-1)}(x_i)}{(n-1)\ell(x_i)} \right]_{i,j=0}^{n-1}.
\]

Algorithm 2.2 (Discrete ALIF Algorithm) \( \text{IMFs} = \text{ALIF}(g) \)

\[
\begin{align*}
\text{IMFs} &= \{\} \\
\text{initialize the remaining signal } r &= g \\
\text{while the number of extrema of } r \text{ is } \geq 2 \text{ do} \\
&\quad \text{for each } x_i = x_0, \ldots, x_{n-1} \text{ compute the filter } k_{x_i}, \text{ whose length } \ell(x_i) \text{ changes from } x_i \text{ to } x_i \text{ based on } r \text{ itself} \\\n&\quad \quad g_1 = r \\
&\quad m = 1 \\
&\quad \text{while the stopping criterion is not satisfied do} \\
&\quad \quad \text{extend } g_m \text{ to } Z \text{ by setting } (g_m)_j = 0 \text{ for } j \notin \{0, \ldots, n-1\} \\
&\quad \quad \text{compute the moving average } f_m \text{ of } g_m \text{ as} \\
&\quad \quad \quad (f_m)_i = \frac{1}{n-1} \sum_{j \in Z} (g_m)_j k_{x_i}(x_i - x_j), \quad i = 0, \ldots, n-1 \\
&\quad \quad \quad g_{m+1} = g_m - f_m \\
&\quad \quad m = m + 1 \\
&\quad \text{end while} \\
&\quad \text{IMFs} = \text{IMFs} \cup \{g_m\} \\
&\quad r = r - g_m \\
&\text{end while}
\end{align*}
\]

The pseudocode for the Discrete ALIF method \(^4\) is reported in Algorithm 2.2. The input is a vector \( g = [g_0, \ldots, g_{n-1}]^T = [g(x_0), \ldots, g(x_{n-1})]^T \) containing the samples of a signal \( g \) at the sampling points \( x_i = \frac{i}{n-1}, \quad i = 0, \ldots, n-1 \), while the output is the set of vectors containing the (approximated) samples of the IMFs of \( g \) at the same points \( x_i \). Note that the first four lines inside the inner loop of Algorithm 2.2 can be replaced by the sole equation \( g_{m+1} = (I_n - K_n)g_m \), which is obtained from (2.3) by turning “\( \approx \)” into “\( = \)”.

Assuming convergence, the vector \( \text{IMF}_1 \) containing the (approximated) samples of the first IMF is obtained as \( \text{IMF}_1 = (I_n - K_n)^m r \) with \( r = g \) and \( m \) large enough so that the stopping criterion is met. Similarly, \( \text{IMF}_2 = (I_n - K_n)^m r \) with \( r = g - \text{IMF}_1 \) and \( m \) large enough, \( \text{IMF}_3 = (I_n - K_n)^m r \) with \( r = g - \text{IMF}_1 - \text{IMF}_2 \) and \( m \) large enough, etc. Note that the matrix \( K_n \) used to compute \( \text{IMF}_i \) is different in general from the matrix \( K_n \) used to compute \( \text{IMF}_j \) if \( i \neq j \). Indeed, the matrix \( K_n \) changes at every iteration of the outer loop because, although the filter \( k \) is fixed, the length \( \ell(x_i) \) depends on the remaining signal \( r \) and changes with it.

Remark 2.3. A necessary condition for the convergence of the Discrete ALIF method is that

\[
(2.5) \quad |1 - \lambda_i(K_n)| \leq 1, \quad i = 1, \ldots, n.
\]

Indeed, if (2.5) is violated then \( \rho(I_n - K_n) > 1 \) and \( (I_n - K_n)^m r \) diverges to \( \infty \) (with respect to any norm of \( \mathbb{R}^n \)) for almost every vector \( r \in \mathbb{R}^n \).

\(^4\)Available at www.cicone.com.
3. Spectral analysis tools. We present in this section the tools for analyzing the
asymptotic spectral properties of the ALIF iteration matrix $K_n$. Throughout this
paper, a matrix-sequence is any sequence of the form $\{A_n\}_n$, where $A_n$ is a square
matrix of size $n$.

Singular value and eigenvalue distribution of a matrix-sequence. Let
$C_c(\mathbb{C})$ be the space of continuous complex-valued functions with bounded support
defined on $\mathbb{C}$ and let $\mu_p$ be the Lebesgue measure in $\mathbb{R}^p$. If $A$ is a square matrix of
size $n$, the singular values and the eigenvalues of $A$ are denoted by $\sigma_1(A), \ldots, \sigma_n(A)$
and $\lambda_1(A), \ldots, \lambda_n(A)$, respectively.

Definition 3.1. Let $\{A_n\}_n$ be a matrix-sequence and let $f : D \subset \mathbb{R}^p \to \mathbb{C}$ be a measurable function defined on a set $D$
with $0 < \mu_p(D) < \infty$.

- We say that $\{A_n\}_n$ has a singular value distribution described by $f$, and we
  write $\{A_n\}_n \sim_{\sigma} f$, if for all $F \in C_c(\mathbb{C})$ we have
  \[
  \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} F(\sigma_i(A_n)) = \frac{1}{\mu_p(D)} \int_D F(|f(y_1, \ldots, y_p)|) dy_1 \ldots dy_p.
  \]

- We say that $\{A_n\}_n$ has an eigenvalue distribution described by $f$, and we
  write $\{A_n\}_n \sim_{\lambda} f$, if for all $F \in C_c(\mathbb{C})$ we have
  \[
  \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} F(\lambda_i(A_n)) = \frac{1}{\mu_p(D)} \int_D F(f(y_1, \ldots, y_p)) dy_1 \ldots dy_p.
  \]

If $\{A_n\}_n$ has both a singular value and an eigenvalue distribution described by $f$, we
write $\{A_n\}_n \sim_{\sigma, \lambda} f$.

Informal meaning of the singular value and eigenvalue distribution.
Assuming $f$ is Riemann-integrable, the eigenvalue distribution $\{A_n\}_n \sim_{\lambda} f$ has the
following informal meaning [18, section 3.1]: all the eigenvalues of $A_n$, except possibly
for $o(n)$ outliers, are approximately equal to the samples of $f$ over a uniform grid in $D$ (for $n$ large enough). For instance, if $p = 1$ and $D = [a, b]$, then, assuming we have
no outliers, the eigenvalues of $A_n$ are approximately equal to
\[
  f\left(a + \frac{i(b-a)}{n}\right), \quad i = 1, \ldots, n,
\]
for $n$ large enough. Similarly, if $p = 2$, $n = m^2$ and $D = [a_1, b_1] \times [a_2, b_2]$, then,
assuming we have no outliers, the eigenvalues of $A_n$ are approximately equal to
\[
  f\left(a_i + \frac{b_i - a_i}{m}, a_j + \frac{b_j - a_j}{m}\right), \quad i, j = 1, \ldots, m,
\]
for $n$ large enough. A completely analogous meaning can also be given for the singular
value distribution $\{A_n\}_n \sim_{\sigma} f$.

Rearrangement.

Definition 3.2. Let $f : D \subset \mathbb{R}^p \to \mathbb{C}$ be a measurable function defined on a set
$D$ with $0 < \mu_p(D) < \infty$, and let $\varphi : E \subset \mathbb{R}^q \to \mathbb{C}$ be a measurable function defined on
a set $E$ with $0 < \mu_q(E) < \infty$. We say that $\varphi$ is a rearranged version of $f$ if
\[
(3.1) \quad \frac{1}{\mu_q(E)} \int_E F(\varphi(t_1, \ldots, t_q)) dt_1 \ldots dt_q = \frac{1}{\mu_p(D)} \int_D F(f(y_1, \ldots, y_p)) dy_1 \ldots dy_p
\]
for all $F \in C_c(\mathbb{C})$. 

Then, the following properties hold. For some subset $C$, we denote by $C$ subset of $(3.5)$

Suppose $\phi$ is a rearranged version of $f$ and $\{A_n\}_n \sim_\lambda f$ (resp., $\{A_n\}_n \sim_\sigma f$) then $\{A_n\}_n \sim_\phi f$ (resp., $\{A_n\}_n \sim_\sigma \phi$). The following result can be found in [18, section 3.2].

**Proposition 3.3.** Let $D = [a_1, b_1] \times \cdots \times [a_p, b_p]$ be a hyperrectangle in $\mathbb{R}^p$ and let $f : D \to \mathbb{R}$ be a Riemann-integrable function. Compute, for each $r \in \mathbb{N}$, the uniform samples

$$f\left(a_1 + i_1 \frac{b_1 - a_1}{r}, \ldots, a_p + i_p \frac{b_p - a_p}{r}\right), \quad i_1, \ldots, i_p = 1, \ldots, r,$$

sort them in non-decreasing order and put them in a vector $(s_1, s_2, \ldots, s_r)$. Let $\phi_r : [0, 1] \to \mathbb{R}$ be the piecewise linear non-decreasing function that interpolates the samples $(s_0 = s_1, s_1, s_2, \ldots, s_r)$ over the nodes $(0, \frac{1}{r}, \frac{2}{r}, \ldots, 1)$, i.e.,

$$(3.3) \quad \begin{cases} \phi_r\left(\frac{i}{r}\right) = s_i, & i = 0, \ldots, r, \\ \phi_r \text{ linear on } \left[\frac{i}{r}, \frac{i+1}{r}\right] \text{ for } i = 0, \ldots, r-1. \end{cases}$$

Suppose $\phi_r$ converges in measure over $[0, 1]$ to some function $\phi$ as $r \to \infty$ (this is always the case in real-world applications). Then $\phi$ is a rearranged version of $f$.

**Clustering.** If $z \in \mathbb{C}$ and $\varepsilon > 0$, we denote by $D(z, \varepsilon)$ the disk with center $z$ and radius $\varepsilon$, i.e., $D(z, \varepsilon) = \{w \in \mathbb{C} : |w - z| < \varepsilon\}$. If $S \subseteq \mathbb{C}$ and $\varepsilon > 0$, we denote by $D(S, \varepsilon)$ the $\varepsilon$-expansion of $S$, which is defined as $D(S, \varepsilon) = \bigcup_{z \in S} D(z, \varepsilon)$.

**Definition 3.4.** Let $\{A_n\}_n$ be a matrix-sequence and let $S \subseteq C$.

- We say that $\{A_n\}_n$ is strongly clustered at $S$ in the sense of the eigenvalues if for every $\varepsilon > 0$ the number of eigenvalues of $A_n$ lying outside $D(S, \varepsilon)$ is bounded by a constant $C_\varepsilon$ independent of $n$; that is, if for every $\varepsilon > 0$

$$\#\{j \in \{1, \ldots, n\} : \lambda_j(A_n) \notin D(S, \varepsilon)\} = O(1).$$

- We say that $\{A_n\}_n$ is weakly clustered at $S$ in the sense of the eigenvalues if for every $\varepsilon > 0$

$$\#\{j \in \{1, \ldots, n\} : \lambda_j(A_n) \notin D(S, \varepsilon)\} = o(n).$$

By replacing “eigenvalues” with “singular values” and $\lambda_j(A_n)$ with $\sigma_j(A_n)$ in (3.4) – (3.5), we obtain the definitions of a matrix-sequence strongly or weakly clustered at a subset of $C$ in the sense of the singular values.

The next proposition can be found in [18, section 3.3]. It provides an important relation between the notions of eigenvalue distribution and clustering. If $C$ is a constant, we denote by $C$ also the function which is identically equal to $C$ and is defined on some subset $D$ of some $\mathbb{R}^k$ with $0 < \mu_k(D) < \infty$.

**Proposition 3.5.** Let $\{A_n\}_n$ be a matrix-sequence and let $C$ be a constant. Then, the following properties hold.
The final result about singular value and eigenvalue clustering that we shall need in this paper is reported in the next proposition 3.7. If \( A \) is an \( n \times n \) matrix and \( 1 \leq p \leq \infty \), we denote by \( \|A\|_p \), the Schatten \( p \)-norm of \( A \), i.e., the \( p \)-norm of the vector \( (\sigma_1(A), \ldots, \sigma_n(A)) \) formed by the singular values of \( A \). The Schatten \( \infty \)-norm \( \|A\|_\infty \) is the largest singular value of \( A \) and coincides with the spectral norm \( \|A\| \). Note that \( \|A\| \leq \|A\|_p \) for all matrices \( A \) and all \( p \in [1, \infty) \). The Schatten 1-norm \( \|A\|_1 \) is the sum of the singular values of \( A \) and is often referred to as the trace-norm of \( A \). The Schatten 2-norm \( \|A\|_2 \) coincides with the Frobenius norm, i.e., \( \|A\|_2 = (\sum_{i,j=1}^n |a_{ij}|^2)^{1/2} \). For more on Schatten \( p \)-norms, see [8].

**Proposition 3.6.** Let \( \{A_n\}_n \) be a matrix-sequence and suppose there exist \( p \in [1, \infty) \) and a constant \( M \) such that \( \|A_n\|_p \leq M \) for all \( n \). Then \( \{A_n\}_n \) is strongly clustered at \( \{0\} \) both in the sense of singular values and eigenvalues.

**Zero-distributed sequences.** A matrix-sequence \( \{Z_n\}_n \) such that \( \{Z_n\}_n \sim_\sigma 0 \) is referred to as a zero-distributed sequence. In other words, \( \{Z_n\}_n \) is zero-distributed if and only if \( \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n F(\sigma_i(Z_n)) = F(0) \) for all \( F \in C_c(\mathbb{C}) \). Proposition 3.7 is proved in [18, section 3.4]. It provides an important characterization of zero-distributed sequences together with a useful sufficient condition for detecting such sequences. For convenience, throughout this paper we use the natural convention \( 1/\infty = 0 \).

**Proposition 3.7.** Let \( \{Z_n\}_n \) be a matrix-sequence.

1. \( \{Z_n\}_n \) is zero-distributed if and only if \( Z_n = R_n + N_n \) with
   \[
   \lim_{n \to \infty} n^{-1} \text{rank}(R_n) = \lim_{n \to \infty} \|N_n\| = 0.
   \]
2. \( \{Z_n\}_n \) is zero-distributed if there is a \( p \in [1, \infty) \) such that
   \[
   \lim_{n \to \infty} n^{-1/p} \|Z_n\|_p = 0.
   \]

**Sequences of diagonal sampling matrices.** If \( n \in \mathbb{N} \) and \( a : [0, 1] \to \mathbb{C} \), the \( n \)th diagonal sampling matrix generated by \( a \) is the \( n \times n \) diagonal matrix given by

\[
D_n(a) = \text{diag}_{i=1, \ldots, n} a \left( \frac{i}{n} \right).
\]

\( \{D_n(a)\}_n \) is called the sequence of diagonal sampling matrices generated by \( a \).

**Toeplitz sequences.** If \( n \in \mathbb{N} \) and \( f : [-\pi, \pi] \to \mathbb{C} \) is a function in \( L^1([-\pi, \pi]) \), the \( n \)th Toeplitz matrix generated by \( f \) is the \( n \times n \) matrix

\[
T_n(f) = [\hat{f}_{i-j}]_{i,j=1}^n = \begin{bmatrix}
\hat{f}_0 & \hat{f}_1 & \hat{f}_2 & \cdots & \hat{f}_{-(n-1)} \\
\hat{f}_1 & \hat{f}_0 & \hat{f}_1 & \cdots & \vdots \\
\hat{f}_2 & \hat{f}_1 & \hat{f}_0 & \cdots & \hat{f}_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\hat{f}_{n-1} & \cdots & \hat{f}_2 & \hat{f}_1 & \hat{f}_0
\end{bmatrix},
\]

where \( \hat{f}_i = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) e^{-ix} \, dx \) is the Fourier coefficient of \( f \).
where the numbers \( \hat{f}_k \) are the Fourier coefficients of \( f \),
\[
\hat{f}_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\theta)e^{-ik\theta} \, d\theta, \quad k \in \mathbb{Z}.
\]

\( \{T_n(f)\}_n \) is called the Toeplitz sequence generated by \( f \).

**Approximating classes of sequences.** The notion of approximating classes of sequences (a.c.s.) is fundamental to the theory of GLT sequences and it is deeply studied in [18, chapter 5].

**Definition 3.8.** Let \( \{A_n\}_n \) be a matrix-sequence and let \( \{\{B_{n,m}\}_m\}_n \) be a sequence of matrix-sequences. We say that \( \{\{B_{n,m}\}_m\}_n \) is an approximating class of sequences (a.c.s.) for \( \{A_n\}_n \) if the following condition is met: for every \( m \) there exists \( n_m \) such that, for \( n \geq n_m \),

\[
A_n = B_{n,m} + R_{n,m} + N_{n,m}, \quad \operatorname{rank}(R_{n,m}) \leq c(m)n, \quad \|N_{n,m}\| \leq \omega(m),
\]

where \( n_m, c(m), \omega(m) \) depend only on \( m \), and \( \lim_{m \to \infty} c(m) = \lim_{m \to \infty} \omega(m) = 0 \).

Roughly speaking, \( \{\{B_{n,m}\}_m\}_n \) is an a.c.s. for \( \{A_n\}_n \) if, for large \( m \), the sequence \( \{B_{n,m}\}_n \) approximates \( \{A_n\}_n \) in the sense that \( A_n \) is eventually equal to \( B_{n,m} \) plus a small-rank matrix (with respect to the matrix size \( n \)) plus a small-norm matrix. It turns out that the notion of a.c.s. is a notion of convergence in the space of matrix-sequences \( \mathcal{E} = \{\{A_n\}_n : \{A_n\}_n \text{ is a matrix-sequence}\} \), i.e., there exists a topology \( \tau_{a.c.s.} \) on \( \mathcal{E} \) such that \( \{\{B_{n,m}\}_m\}_n \) is an a.c.s. for \( \{A_n\}_n \) if and only if \( \{\{B_{n,m}\}_m\}_n \) converges to \( \{A_n\}_n \) in \( (\mathcal{E}, \tau_{a.c.s.}) \); see [18, section 5.2]. Motivated by this topological interpretation, we will use the convergence notation \( \{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n \) to indicate that \( \{\{B_{n,m}\}_m\}_n \) is an a.c.s. for \( \{A_n\}_n \).

**GLT sequences.** A GLT sequence \( \{A_n\}_n \) is a special matrix-sequence equipped with a measurable function \( \kappa : [0, 1] \times [-\pi, \pi] \to \mathbb{C} \), the so-called symbol (or kernel). We use the notation \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) to indicate that \( \{A_n\}_n \) is a GLT sequence with symbol \( \kappa \). The properties of GLT sequences that we shall need in this paper are listed below; the corresponding proofs can be found in [18].

**GLT 0.** If \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) and \( \{A_n\}_n \sim_{\text{GLT}} \xi \) then \( \kappa = \xi \) almost everywhere (a.e.) in \([0, 1] \times [-\pi, \pi] \). Conversely, if \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) and \( \kappa = \xi \) a.e. in \([0, 1] \times [-\pi, \pi] \) then \( \{A_n\}_n \sim_{\text{GLT}} \xi \).

**GLT 1.** If \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) then \( \{A_n\}_n \sim_{\sigma} \kappa \). If \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) and the matrices \( A_n \) are Hermitian then \( \{A_n\}_n \sim_{\lambda} \kappa \).

**GLT 2.** If \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) and \( A_n = X_n + Y_n \), where
- every \( X_n \) is Hermitian,
- \( \|X_n\|, \|Y_n\| \leq C \) for some constant \( C \) independent of \( n \),
- \( n^{-1}\|Y_n\|_1 \to 0 \),

then \( \{A_n\}_n \sim_{\lambda} \kappa \).

**GLT 3.** We have
- \( \{T_n(f)\}_n \sim_{\text{GLT}} \kappa(x, \theta) = f(\theta) \) if \( f \in L^1([-\pi, \pi]) \),
- \( \{D_n(a)\}_n \sim_{\text{GLT}} \kappa(x, \theta) = a(x) \) if \( a : [0, 1] \to \mathbb{C} \) is Riemann-integrable,
- \( \{Z_n\}_n \sim_{\text{GLT}} \kappa(x, \theta) = 0 \) if and only if \( \{Z_n\}_n \sim_{\sigma} \theta = 0 \).

**GLT 4.** If \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) and \( \{B_n\}_n \sim_{\text{GLT}} \xi \) then
- \( \{A_n^*\}_n \sim_{\text{GLT}} \overline{\kappa} \),
- \( \{\alpha A_n + \beta B_n\}_n \sim_{\text{GLT}} \alpha \kappa + \beta \xi \) for all \( \alpha, \beta \in \mathbb{C} \),
- \( \{A_n B_n\}_n \sim_{\text{GLT}} \kappa \xi \).
GLT 5. \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) if and only if there exist GLT sequences \( \{B_{n,m}\}_n \sim_{\text{GLT}} \kappa_m \) such that \( \{B_{n,m}\}_n \overset{\text{a.c.}}{\to} \{A_n\}_n \) and \( \kappa_m \to \kappa \) in measure over \([0, 1] \times [-\pi, \pi]\).

4. Spectral and convergence analysis of the Discrete ALIF method. We are now ready to perform our spectral and convergence analysis of the Discrete ALIF method described in section 2.3. We begin with the clustering analysis in section 4.1, we then investigate the singular value and eigenvalue distribution of the ALIF iteration matrices in section 4.2, and we finally focus on the convergence analysis in section 4.3. Our main results are Theorems 4.1, 4.4, 4.5, 4.6, the necessary condition (4.21) for the convergence of the Discrete ALIF method, and the simple criterion provided in Remark 4.10 to construct a filter \( k \) which ensures that (4.21) is satisfied.

4.1. Clustering analysis. The main result of this section is the following.

**Theorem 4.1.** Let \( K_n \) be the ALIF iteration matrix (2.4). Let \( k \) be any filter and suppose that \( \ell(x) \geq \ell_\ast \) for some constant \( \ell_\ast > 0 \) and for all \( x \in [0, 1] \). Then, \( \{K_n\}_n \) is strongly clustered at \( \{0\} \) both in the sense of eigenvalues and singular values. In particular, \( \{K_n\}_n \sim_{\sigma, \lambda} 0 \).

To prove Theorem 4.1 we need the following lemma. The result of this lemma may somehow be derived from more general results on sampling matrices [1], but for the reader’s convenience we include a short and direct proof.

**Lemma 4.2.** Let \( A_n = \frac{1}{n-1}[\phi(x_i, x_j)]_{i,j=0}^{n-1} \), where \( \phi(x, y) \) is a bounded function over \([0, 1]^2\) and \( 0 \leq x_0 \leq \ldots \leq x_{n-1} \leq 1 \). Then \( \|A_n\|_2 \leq \frac{n}{n-1}\|\phi\|_\infty \) for all \( n \).

**Proof.** It suffices to observe that

\[
\|A_n\|_2^2 = \sum_{i,j=0}^{n-1} |(A_n)_{ij}|^2 = \frac{1}{(n-1)^2} \sum_{i,j=0}^{n-1} |\phi(x_i, x_j)|^2 \leq \frac{n^2}{(n-1)^2}\|\phi\|_\infty^2.
\]

Note that the estimate in Lemma 4.2 is sharp. Indeed, if we take \( \phi(x, y) = 1 \) identically, then \( \|A_n\|_2 = \frac{n}{n-1}\|\phi\|_\infty \).

**Proof of Theorem 4.1.** As it is clear from (2.4), the ALIF iteration matrix \( K_n \) can be written in the form

\[
K_n = \frac{1}{n-1}[\phi(x_i, x_j)]_{i,j=0}^{n-1},
\]

where \( \phi(x, y) = k((x-y)/\ell(x))/\ell(x) \) and \( x_i = \frac{i}{n-1} \) for \( i = 0, \ldots, n-1 \). Due to the assumption that \( \ell(x) \geq \ell_\ast > 0 \) for all \( x \in [0, 1] \), the function \( \phi(x, y) \) is bounded over \([0, 1]^2\). The hypotheses of Lemmas 4.2 are then satisfied and so \( \|A_n\|_2 \leq M \) for some constant \( M \) and for all \( n \). It follows from Proposition 3.6 that \( \{K_n\}_n \) is strongly clustered at \( \{0\} \) both in the sense of eigenvalues and singular values. In particular, \( \{K_n\}_n \sim_{\sigma, \lambda} 0 \) by Proposition 3.5.

4.2. Singular value and eigenvalue distribution. By Theorem 4.1, the sequence \( \{K_n\}_n \) has an eigenvalue distribution described by the identically zero function. This sole information, however, is not particularly helpful in view of a convergence analysis, because it does not provide any indication on how to choose the filter \( k \) and the length \( \ell(x) \) so as to ensure the convergence of the Discrete ALIF method. Indications on how to make these choices will be given in section 4.3 on the basis of the results of the present section, where we investigate the eigenvalue distribution of \( \{K_n\}_n \) under the artificial (but useful) assumption that the function

\[
(4.1) \quad L(x) = (n-1)\ell(x)
\]
is independent of \( n \). Assuming (4.1), the ALIF iteration matrix (2.4) takes the form
\[
K_n = \left[ k\left( \frac{i-j}{L(x_i)} \right) \right]_{i,j=0}^{n-1}.
\]

**Remark 4.3.** Suppose \( L(x) \) is bounded over \([0, 1]\). Then, the matrix \( K_n \) is banded with bandwidth bounded by \( 2\|L\|_\infty + 1 \). Indeed, if \(|i - j| > \|L\|_\infty\) then the point \((i - j)/L(x_i)\) lies outside \([-1, 1]\) and hence outside the support of the filter \( k(y) \), so \((K_n)_{ij} = 0\). Suppose now that \( L(x) \) is bounded over \([0, 1]\) and \( L(x) \geq L_* \) for some constant \( L_* > 0 \) and for all \( x \in [0, 1] \). Then \( \|K_n\| \leq (2\|L\|_\infty + 1)\|k\|_\infty / L_* \) for all \( n \) by virtue of the inequality
\[
\|A\| \leq \sqrt{\max_{i=1,...,n} \sum_{j=1}^{n} |a_{ij}|} \left( \max_{j=1,...,n} \sum_{i=1}^{n} |a_{ij}| \right),
\]
which holds for all \( n \times n \) matrices \( A \); see, e.g., Corollary 2.3.2 of [20].

The main results of this section are the following two theorems. Throughout this paper, the characteristic (indicator) function of a set \( E \) is denoted by \( \chi_E \).

**Theorem 4.4.** Suppose \( L(x) = (n - 1)\ell(x) \) is independent of \( n \). Assume that \( L(x) \) is a step function of the form \( L(x) = \sum_{r=0}^{s-1} \alpha_r \chi_{I_r}(x) \), where \( \alpha_0, \ldots, \alpha_{s-1} > 0 \) and \( \{I_0, \ldots, I_{s-1}\} \) is a partition of \([0, 1]\) such that \( I_r = [\xi_r, \xi_{r+1}] \) for \( r = 0, \ldots, s - 2 \) and \( I_{s-1} = [\xi_{s-1}, \xi_s] \), with \( 0 = \xi_0 < \ldots < \xi_s = 1 \). Then, for the sequence of ALIF iteration matrices \( \{K_n\}_n \) we have
\[
\{K_n\}_n \sim_{GLT} \kappa(x, \theta),
\]
\[
\{K_n\}_n \sim_{\sigma, \lambda} \kappa(x, \theta),
\]
where
\[
\kappa(x, \theta) = \frac{1}{L(x)} \sum_{j \in \mathbb{Z}} k\left( \frac{j}{L(x)} \right) e^{i j \theta} = \frac{1}{L(x)} \left( k(0) + 2 \sum_{j=1}^{\lceil L(x) \rceil - 1} k\left( \frac{j}{L(x)} \right) \cos(j \theta) \right).
\]

Note that the second equality in (4.6) is simply due to the fact that the length of the filter \( k \) is 1.

**Theorem 4.5.** Suppose \( L(x) = (n - 1)\ell(x) \) is independent of \( n \). Assume that the filter \( k \) is continuous on \( \mathbb{R} \) and that \( L(x) \) is continuous on \([0, 1]\) with \( L(x) \geq L_* \) for some constant \( L_* > 0 \) and for all \( x \in [0, 1] \). Then, for the sequence of ALIF iteration matrices \( \{K_n\}_n \) the relations (4.4)–(4.5) hold with \( \kappa(x, \theta) \) defined as in (4.6).

In order to prove Theorems 4.4–4.5, we first establish the following result, which is stated as a theorem because it is interesting also in itself. Indeed, it provides a noteworthy extension of the theory of GLT sequences and may therefore be regarded as a further main result of this paper. We recall that the direct sum of two matrices \( X_1 \in \mathbb{C}^{s_1 \times t_1} \) and \( X_2 \in \mathbb{C}^{s_2 \times t_2} \) is denoted by \( X_1 \oplus X_2 \) and is defined as
\[
X_1 \oplus X_2 = \begin{bmatrix} X_1 & O \\ O & X_2 \end{bmatrix} \in \mathbb{C}^{(s_1 + s_2) \times (t_1 + t_2)}.
\]

**Theorem 4.6.** Let \( A_n = T_{n_1}(f_1) \oplus \ldots \oplus T_{n_s}(f_s) \), where
\[ f_1, \ldots, f_s \in L^1([\pi, \pi]), \]
\[ n_1, \ldots, n_s \text{ are } s \text{ integers such that } \sum_{j=1}^s n_j = n \text{ and } \lim_{n \to \infty} n_j/n = t_j \text{ for } j = 1, \ldots, s. \]

Then \( \{A_n\}_n \sim_{\text{GLT}} \kappa(x, \theta) \), where \( \kappa(x, \theta) = \sum_{j=1}^s \chi(x_{r_j}, r_j)(x) f_j(\theta) \) and \( r_j = \sum_{i=1}^j t_i \) for \( j = 0, \ldots, s \) \( (r_0 = 0) \).

Proof. For \( j = 1, \ldots, s \), let
\[ T_{n,j} = O_{n_1} + \cdots + O_{n_{j-1}} + T_{n,j}(f_j) + O_{n_{j+1}} + \cdots + O_{n_s}, \]
where \( O_m \) denotes the \( m \times m \) zero matrix. We show that, for every \( j = 1, \ldots, s \),
\[ T_{n,j} = D_n(\psi_j) T_n(f_j) D_n(\psi_j) + R_{n,j}, \]
where \( \psi_j = \chi(x_{r_j-1}, r_j) \) and
\[ \lim_{n \to \infty} \frac{\text{rank}(R_{n,j})}{n} = 0. \]

Once this is proved, the desired GLT relation \( \{A_n\}_n \sim_{\text{GLT}} \kappa(x, \theta) \) follows from the equation
\[ A_n = \sum_{j=1}^s T_{n,j} = \sum_{j=1}^s D_n(\psi_j) T_n(f_j) D_n(\psi_j) + \sum_{j=1}^s R_{n,j} \]
and from GLT 3–GLT 4, considering that each sequence \( \{R_{n,j}\}_n \) is zero-distributed by Proposition 3.7. To prove (4.7)–(4.8), we set \( \varepsilon_j = t_j - n_j/n \) for \( j = 1, \ldots, s \) (note that \( \varepsilon_j \to 0 \) as \( n \to \infty \) by assumption). Moreover, we define \( N_j = \sum_{i=1}^j n_i \) and \( q_j = n \sum_{i=1}^j \varepsilon_i \) for \( j = 0, \ldots, s \) \( (N_0 = q_0 = 0) \). For \( j = 1, \ldots, s \), a direct computation shows that, for every \( u, v = 1, \ldots, n \),
\[ (T_{n,j})_{uv} = \begin{cases} (f_j)_{u-v}, & \text{if } N_j-1 < u, v \leq N_j, \\ 0, & \text{otherwise}, \end{cases} \]
\[ (D_n(\psi_j) T_n(f_j) D_n(\psi_j))_{uv} = \begin{cases} (f_j)_{u-v}, & \text{if } N_j-1 + q_{j-1} < u, v < N_j + q_j, \\ 0, & \text{otherwise}. \end{cases} \]

Therefore, setting \( R_{n,j} = T_{n,j} - D_n(\psi_j) T_n(f_j) D_n(\psi_j) \), for every \( u, v = 1, \ldots, n \) the component \( (R_{n,j})_{uv} \) is zero for sure in the following cases:
(a) both \( u \) and \( v \) belong to
\[ (\max(N_{j-1}, N_{j-1} + q_{j-1}), \min(N_j, N_j + q_j)); \]
(b) at least one between \( u \) and \( v \) does not belong to
\[ [\min(N_{j-1}, N_{j-1} + q_{j-1}), \max(N_j, N_j + q_j)]. \]

It follows that
\[ \text{rank}(R_{n,j}) \leq 2(|q_{j-1}| + |q_j|) \leq 4n \sum_{i=1}^s |\varepsilon_i|, \]
and (4.7)–(4.8) are proved. \( \Box \)

We are now ready to prove Theorems 4.4–4.5.
Proof of Theorem 4.4. For each fixed $n$, denote by $i_0, \ldots, i_s$ the indices such that $0 = i_0 < \ldots < i_s = n$ and $x_i = \frac{i}{n-1} \in I_r$ for all $i = i_r, \ldots, i_{r+1} - 1$ and all $r = 0, \ldots, s - 1$. Then, for every $r = 0, \ldots, s - 1$, every $i = i_r, \ldots, i_{r+1} - 1$ and every $j = 0, \ldots, n - 1$, we have

$$(K_n)_{ij} = \frac{k\left(\frac{i-j}{L(x_i)}\right)}{L(x_i)} = \frac{k\left(\frac{i-j}{\alpha_r}\right)}{\alpha_r}.$$ 

Hence,

$$K_n = \begin{bmatrix}
K_{n,0} \\
K_{n,1} \\
\vdots \\
K_{n,s-1}
\end{bmatrix},$$

where

$$K_{n,r} = \left[\frac{k\left(\frac{i-j}{\alpha_r}\right)}{\alpha_r}\right]_{i=i_r, \ldots, i_r+1-1, j=0, \ldots, n-1}, \quad r = 0, \ldots, s - 1.$$

The matrix $K_{n,r}$ can be decomposed as follows:

$$K_{n,r} = \left[ A_{n,r} \mid T_{n,r} \mid B_{n,r} \right],$$

where

$$A_{n,r} = \left[ \frac{k\left(\frac{i-j}{\alpha_r}\right)}{\alpha_r} \right]_{i=i_r, \ldots, i_r+1-1, j=0, \ldots, n-1}, \quad B_{n,r} = \left[ \frac{k\left(\frac{i-j}{\alpha_r}\right)}{\alpha_r} \right]_{i=i_r, \ldots, i_r+1-1, j=0, \ldots, n-1},$$

and

$$T_{n,r} = \left[ \frac{k\left(\frac{i-j}{\alpha_r}\right)}{\alpha_r} \right]_{i,j=i_r}^{i_r+1-1} = \left[ \frac{k\left(\frac{i-j}{\alpha_r}\right)}{\alpha_r} \right]_{i,j=0}^{i_r+1-i_r-1} = T_{n_r}(f_r),$$

with $n_r = i_{r+1} - i_r$ and

$$f_r(\theta) = \sum_{j \in \mathbb{Z}} \frac{k\left(\frac{j}{\alpha_r}\right)}{\alpha_r} e^{ij\theta} = \frac{1}{\alpha_r} \left( k(0) + 2 \sum_{j=1}^{[\alpha_r]-1} k\left(\frac{j}{\alpha_r}\right) \cos(j\theta) \right);$$

note that in the last equality we used the evenness of $k$ and the fact that $k(y) = 0$ for $|y| \geq 1$ (because the length of $k$ is 1). Let $\tilde{K}_{n,r}$ be the matrix obtained from $K_{n,r}$ by setting to zero the blocks $A_{n,r}$ and $B_{n,r}$, i.e.,

$$\tilde{K}_{n,r} = \left[ O \mid T_{n,r} \mid O \right] = \left[ O \mid T_{n_r}(f_r) \mid O \right].$$

Let $\tilde{K}_n$ be the matrix obtained from $K_n$ by replacing each $K_{n,r}$ in (4.9) with $\tilde{K}_{n,r}$, i.e.,

$$\tilde{K}_n = \begin{bmatrix}
\tilde{K}_{n,0} \\
\tilde{K}_{n,1} \\
\vdots \\
\tilde{K}_{n,s-1}
\end{bmatrix} = T_{n_0}(f_0) \oplus T_{n_1}(f_1) \oplus \ldots \oplus T_{n_{s-1}}(f_{s-1}).$$
Considering that $k(\frac{-1}{\alpha_r}) = 0$ whenever $|i - j| \geq \lfloor \alpha_r \rfloor$, for every $r = 0, \ldots, s - 1$ we have
\[
\#\{i \in \{i_r, \ldots, i_{r+1} - 1\} : \text{the } i\text{th row of } K_{n,r} - \tilde{K}_{n,r} \text{ is nonzero} \}
\leq \#\{i \in \{i_r, \ldots, i_{r+1} - 1\} : k\left(\frac{i - j}{\alpha_r}\right) \neq 0 \text{ for some } j \in \{0, \ldots, i_r - 1, i_{r+1}, \ldots, n - 1\} \}
\leq \#\{i \in \{i_r, \ldots, i_{r+1} - 1\} : i_r - 1 \geq i - \lfloor \alpha_r \rfloor + 1 \lor i_{r+1} \leq i + \lfloor \alpha_r \rfloor - 1 \}
\leq 2\lfloor \alpha_r \rfloor - 2.
\]
Thus, setting $E_n = K_n - \tilde{K}_n$, we have
\[
\text{rank}(E_n) \leq \#\{i \in \{0, \ldots, n - 1\} : \text{the } i\text{th row of } K_n - \tilde{K}_n \text{ is nonzero} \}
\leq \sum_{r=0}^{s-1} (2\lfloor \alpha_r \rfloor - 2) \leq 2\|L\|\infty s.
\]
Considering that $k$ is bounded and $L(x) \geq L_s = \min(\alpha_0, \ldots, \alpha_{s-1}) > 0$ for all $x \in [0, 1]$, the modulus of each entry of $E_n$ is bounded by $\|k\|\infty/L_s$. Moreover, $E_n$ is banded with bandwidth bounded by $2\|L\|\infty + 1$, as a consequence of the bandedness of $K_n$ established in Remark 4.3. Thus, by (4.3) we obtain
\[
\|E_n\| \leq (2\|L\|\infty + 1)\frac{\|k\|\infty}{L_s}.
\]
We have therefore proved that the ALIF iteration matrix $K_n$ can be written as
\begin{equation}
(4.11) \quad K_n = \tilde{K}_n + E_n = T_{n_0}(f_0) \oplus \ldots \oplus T_{n_{s-1}}(f_{s-1}) + E_n,
\end{equation}
where
- $n_0, \ldots, n_{s-1}$ are integers such that $\sum_{j=1}^{s} n_j = n$ and
  \[
  \lim_{n \to \infty} \frac{n_j}{n} = \lim_{n \to \infty} \frac{i_{r+1} - i_r}{n} = \xi_{r+1} - \xi_r, \quad r = 0, \ldots, s - 1,
  \]
- the functions $f_0, \ldots, f_{s-1}$ are defined by (4.10) for $r = 0, \ldots, s - 1$,
- $E_n$ satisfies
  \begin{equation}
  (4.12) \quad \text{rank}(E_n) \leq 2\|L\|\infty s,
  \end{equation}
  \begin{equation}
  (4.13) \quad \|E_n\| \leq (2\|L\|\infty + 1)\frac{\|k\|\infty}{L_s}, \quad L_s = \min(\alpha_0, \ldots, \alpha_{s-1}).
  \end{equation}
By applying Theorem 4.6 and GLT 0, we obtain
\[
\{K_n\}_n \sim \text{GLT} \sum_{r=0}^{s-1} \chi_{l_r}(x) f_r(\theta) = \sum_{r=0}^{s-1} \chi_{l_r}(x) \sum_{j \in \mathbb{Z}} \frac{k\left(\frac{j}{\alpha_r}\right)}{\alpha_r} e^{ij\theta}
= \sum_{r=0}^{s-1} \chi_{l_r}(x) \sum_{j \in \mathbb{Z}} \frac{k\left(\frac{j}{L(x)}\right)}{L(x)} e^{ij\theta} = \kappa(x, \theta),
\]
which is (4.4). The singular value distribution in (4.5) follows immediately from (4.4) and GLT 1. The eigenvalue distribution in (4.5) follows from (4.4) and GLT 2, taking into account the decomposition (4.11), the symmetry of the matrix \( \bar{K}_n \), the bound \( \|K_n\| \leq (2\|L\|_\infty + 1)\|k\|_\infty /L_s \) (see Remark 4.3), the estimates (4.12)–(4.13), and the obvious inequality \( \|E_n\|_1 \leq \text{rank}(E_n)\|E_n\| \).

Proof of Theorem 4.5. Let \( \{L_m\}_m \) be a sequence of step functions as in Theorem 4.4 such that

(4.14) \[ L_s \leq L_m(x) \leq \|L\|_\infty \]

for all \( m \) and \( x \in [0, 1] \), and \( L_m \to L \) uniformly over \([0, 1]\). Define \( \{K_{n,m}\}_n \) to be the sequence of ALIF iteration matrices associated with \( L_m \), that is,

\[ K_{n,m} = \left[ k\left( \frac{i-j}{L_m(x_j)} \right) \right]_{i,j=0}^{n-1}. \]

By Theorem 4.4 we immediately have

(4.15) \[ \{K_{n,m}\}_n \sim_{\text{GLT}} \kappa_m(x, \theta) = \frac{1}{L_m(x)} \sum_{j \in \mathbb{Z}} k\left( \frac{j}{L_m(x)} \right) e^{ij\theta}. \]

Moreover, since \( L_m \to L \) uniformly over \([0, 1]\), it is clear that

(4.16) \[ \kappa_m(x, \theta) \to \kappa(x, \theta) \text{ a.e. (and hence also in measure) over } [0, 1] \times [-\pi, \pi]. \]

We show that

(4.17) \[ \{K_{n,m}\}_n \xrightarrow{\text{a.c.s.}} \{K_n\}_n. \]

Once this is done, the application of GLT 5 in combination with (4.15)–(4.17) yields (4.4). Since the support of the filter \( k \) is contained in \([-1, 1]\), if \( |i-j| > \|L\|_\infty \) then, by (4.14) and the definitions of \( K_n \) and \( K_{n,m} \),

\[ (K_n)_{ij} = (K_{n,m})_{ij} = 0. \]

Hence, \( K_n \) and \( K_{n,m} \) are banded with bandwidth bounded by \( 2\|L\|_\infty + 1 \). Let \( \omega_k \) be the modulus of continuity of \( k \). For all \( i, j = 0, \ldots, n-1 \) such that \( |i-j| \leq \|L\|_\infty \) we have

\[
\|(K_n)_{ij} - (K_{n,m})_{ij}\| = \left| \frac{1}{L(x_i)} k\left( \frac{i-j}{L(x_i)} \right) - \frac{1}{L_m(x_i)} k\left( \frac{i-j}{L_m(x_i)} \right) \right| \\
\leq k\left( \frac{i-j}{L(x_i)} \right) \left| \frac{1}{L(x_i)} - \frac{1}{L_m(x_i)} \right| + \frac{1}{L_m(x_i)} \left| k\left( \frac{i-j}{L(x_i)} \right) - k\left( \frac{i-j}{L_m(x_i)} \right) \right| \\
\leq \frac{\|k\|_\infty}{\|L_m - L\|_\infty} \|L_m - L\|_\infty + \frac{1}{L_s} \omega_k \left( \frac{\|L\|_\infty}{(L_s)^2} \|L_m - L\|_\infty \right) = \varepsilon(m). 
\]

By (4.3),

\[
\|K_n - K_{n,m}\| \leq (2\|L\|_\infty + 1)\varepsilon(m) = \omega(m),
\]

which tends to 0 as \( m \to \infty \). Thus, the a.c.s. convergence (4.17) is proved and GLT 5 yields (4.4). The singular value distribution in (4.5) follows immediately from (4.4) and GLT 1. To obtain the eigenvalue distribution in (4.5), we now define a symmetric
approximation $\tilde{K}_n$ of the ALIF matrix $K_n$ and we show that the assumptions in GLT 2 are satisfied with $X_n = \tilde{K}_n$ and $Y_n = (K_n - \tilde{K}_n)$. Let

$$\tilde{K}_n = \left[ \frac{k\left(\frac{i-j}{L(x_{i,j})}\right)}{L(x_{i,j})} \right]_{i,j=0}^{n-1},$$

where $i \wedge j = \min(i, j)$. The matrix $\tilde{K}_n$ is clearly symmetric. As in Remark 4.3, one can show that $(K_n)_{ij} = (\tilde{K}_n)_{ij} = 0$ whenever $|i - j| > \|L\|_{\infty}$ (so $K_n, \tilde{K}_n$ are banded with bandwidth bounded by $2\|L\|_{\infty} + 1$ and $\|K_n\|, \|\tilde{K}_n\| \leq C$ for some constant $C$ independent of $n$. For all $i, j = 0, \ldots, n - 1$ such that $|i - j| \leq \|L\|_{\infty}$, we have $|x_i - x_{i,j}| \leq \|L\|_{\infty}/(n - 1)$ and

$$\|(K_n)_{ij} - (\tilde{K}_n)_{ij}\| = \left| \frac{1}{L(x_i)} k\left(\frac{i-j}{L(x_i)}\right) - \frac{1}{L(x_{i,j})} k\left(\frac{i-j}{L(x_{i,j})}\right) \right| \leq k\left(\frac{i-j}{L(x_i)}\right) \left| \frac{1}{L(x_i)} - \frac{1}{L(x_{i,j})} \right| + \frac{1}{L(x_{i,j})} \left| k\left(\frac{i-j}{L(x_i)}\right) - k\left(\frac{i-j}{L(x_{i,j})}\right) \right|$$

$$\leq \frac{\|k\|_{\infty}}{(L_s)^2} \|L(x_{i,j}) - L(x_i)\| + \frac{1}{L_s} \omega_k \left( \frac{\|L\|_{\infty}}{(L_s)^2} \|L(x_{i,j}) - L(x_i)\| \right)$$

$$\leq \frac{\|k\|_{\infty}}{(L_s)^2} \omega_L \left( \frac{\|L\|_{\infty}}{n-1} \right) + \frac{1}{L_s} \omega_k \left( \frac{\|L\|_{\infty}}{(L_s)^2} \omega_L \left( \frac{\|L\|_{\infty}}{n-1} \right) \right) = \delta(n).$$

By (4.3),

$$\|K_n - \tilde{K}_n\| \leq (2\|L\|_{\infty} + 1)\delta(n),$$

which tends to 0 as $n \to \infty$. From the obvious inequality $\|K_n - \tilde{K}_n\|_1 \leq \|K_n - \tilde{K}_n\|$ we infer that $\|K_n - \tilde{K}_n\|/n$ tends to 0 as well. In conclusion, all the assumptions of GLT 2 are satisfied with $X_n = \tilde{K}_n$ and $Y_n = (K_n - \tilde{K}_n)$, and the eigenvalue distribution in (4.5) is proved.

At this point, we should say the following. Except for the essential assumption that $L(x) = (n-1)\ell(x)$ is independent of $n$, the other hypotheses on $L(x)$ and $k$ appearing in the statements of Theorems 4.4–4.5 are a bit “artificial”, in the sense that they have just been formulated in view of the arguments used in the proofs. It is actually very likely that these hypotheses can be significantly relaxed according to the following conjecture.

**Conjecture 4.7.** Suppose $L(x) = (n-1)\ell(x)$ is independent of $n$. Assume that $k(j/L(x))/L(x)$ is Riemann-integrable over $[0, 1]$ for all $j \in \mathbb{Z}$. Then, for the sequence of ALIF iteration matrices $\{K_n\}_n$ the relations (4.4)–(4.5) hold with $\kappa(x, \theta)$ defined as in (4.6).

Providing a clear motivation to Conjecture 4.7 may require several pages. We limit to say that this conjecture is suggested by the theory of GLT sequences [18, 19, 38, 39].

**4.3. Convergence analysis.** In real-world applications, the size $n$ is fixed to a number $N$, which represents the cardinality of the set of points $x_i$ where a given signal $g$ has been sampled. Usually, $N$ is quite large, but it cannot be increased further as it is given once and for all. Let

$$L(x) = (N-1)\ell(x).$$

From now on we assume that the sequence of ALIF iteration matrices $\{K_n\}_n$, with $K_n$ defined as in (4.2) and $L(x)$ defined as in (4.18), satisfies the thesis of Theorems 4.4–4.5.
and Conjecture 4.7, i.e.,

\[
\{K_n\}_n \sim_{GLT} \kappa(x, \theta), \\
\{K_n\}_n \sim_{\sigma, \lambda} \kappa(x, \theta),
\]

where

\[
\kappa(x, \theta) = \frac{1}{L(x)} \sum_{j \in \mathbb{Z}} k\left(\frac{j}{L(x)}\right) e^{ij\theta} = \frac{1}{L(x)} \left(k(0) + 2 \sum_{j=1}^{[L(x)]-1} k\left(\frac{j}{L(x)}\right) \cos(j\theta)\right).
\]

According to the informal meaning of the eigenvalue distribution given in section 3, if \(n\) is large enough then the eigenvalues of \(K_n\), except possibly for \(o(n)\) outliers, are approximately equal to the samples of \(\kappa(x, \theta)\) over a uniform grid in \([0, 1] \times [-\pi, \pi]\).

Since \(N\) is large, we may certainly assume that the previous assertion applies to the matrix \(K_N\), which is the actual ALIF iteration matrix we are given in practice. Thus, in order to ensure that the moduli of the eigenvalues of \(K_N\) belong to the closed disk with center 1 and radius 1, so that the necessary condition (2.5) for the convergence of the Discrete ALIF method is satisfied, it is necessary that

\[
|1 - \kappa(x, \theta)| \leq 1, \quad (x, \theta) \in [0, 1] \times [-\pi, \pi].
\]

Since \(\kappa(x, \theta)\) is symmetric in the so-called Fourier variable \(\theta\), i.e., \(\kappa(x, -\theta) = \kappa(x, \theta)\), it suffices to require that (4.20) holds for \((x, \theta) \in [0, 1] \times [0, \pi]\). In conclusion, taking also into account that \(\kappa(x, \theta)\) is real, the necessary condition for the convergence of the Discrete ALIF method that arises from the analysis of this paper can be written as follows:

\[
0 \leq \kappa(x, \theta) \leq 2, \quad (x, \theta) \in [0, 1] \times [0, \pi],
\]

where \(\kappa(x, \theta)\) is defined in (4.19) and \(L(x)\) is defined in (4.18).

**Remark 4.8.** It follows immediately from (4.19) that

\[
|\kappa(x, \theta)| \leq \frac{1}{L(x)} \sum_{j \in \mathbb{Z}} k\left(\frac{j}{L(x)}\right).
\]

For every \(x \in [0, 1]\), the right-hand side of (4.22) is a Riemann sum for the integral \(\int_{\mathbb{R}} k(y) dy = 1\), and it is therefore expected to be approximately equal to 1, also because \(N\) is normally large in practice and hence \(L(x)\) is large as well, due to its definition (4.18). Thus, the following approximate inequality is satisfied for any choice of the filter \(k\):

\[
|\kappa(x, \theta)| \approx 1, \quad (x, \theta) \in [0, 1] \times [0, \pi].
\]

By Remark 4.8, the right inequality in (4.21) is always met in practice. It is then natural to ask in which cases the left inequality is met. As shown in Theorem 4.9, this happens if the filter \(k\) is obtained as the convolution of another filter \(w\) with itself, i.e., if

\[
k(y) = \int_{\mathbb{R}} w(y - z) w(z) dz, \quad y \in \mathbb{R}.
\]

A completely analogous result was obtained in [12, section 2.1] when analyzing the convergence of the IF method.

\[\footnote{Note that \(k\) in (4.24) is indeed a filter according to the terminology introduced in section 2.1.}\]
Theorem 4.9. Suppose that the filter $k$ is obtained as the convolution of another filter $w$ with itself according to (4.24). Then, the symbol $\kappa$ in (4.19) satisfies the following properties: for every $x \in [0, 1]$,

$$
\kappa(x, \theta) = \sum_{j \in \mathbb{Z}} |\hat{w}_x(\theta + 2j\pi)|^2 \geq 0 \text{ a.e. in } [0, \pi],
$$

where $\hat{w}_x(\theta) = \int_{\mathbb{R}} w_x(y)e^{-iy\theta}dy$ is the Fourier transform of the function

$$
w_x(y) = \frac{w\left(\frac{y}{L(x)}\right)}{L(x)}, \quad y \in \mathbb{R}.
$$

In particular, $\kappa(x, \theta) \geq 0$ for all $(x, \theta) \in [0, 1] \times [0, \pi]$.

Proof. For every $(x, \theta) \in [0, 1] \times [0, \pi]$, by the evenness of $w$ we have

$$
\kappa(x, \theta) = \frac{1}{L(x)} \sum_{j \in \mathbb{Z}} k\left(\frac{j}{L(x)}\right)e^{ij\theta} = \frac{1}{L(x)} \sum_{j \in \mathbb{Z}} \left(\int_{\mathbb{R}} w\left(\frac{j}{L(x)} - z\right)w(z)dz\right)e^{ij\theta}
$$

$$
= \frac{1}{|L(x)|^2} \sum_{j \in \mathbb{Z}} \left(\int_{\mathbb{R}} w\left(\frac{j - y}{L(x)}\right)w\left(\frac{y}{L(x)}\right)dy\right)e^{ij\theta}
$$

$$
= \sum_{j \in \mathbb{Z}} \left(\int_{\mathbb{R}} w_x(y - j)w_x(y)dy\right)e^{ij\theta} = \sum_{j \in \mathbb{Z}} W_x(-j)e^{ij\theta},
$$

where $W_x(t) = \int_{\mathbb{R}} w_x(y + t)w_x(y)dy$ is the so-called autocorrelation function of $w_x$. This immediately implies (4.25) for every $x \in [0, 1]$; see, e.g., [11, p. 47]. Since for every $x \in [0, 1]$ the function $\theta \mapsto \kappa(x, \theta)$ is a trigonometric polynomial such that $\kappa(x, \theta) \geq 0$ for almost every $\theta \in [0, \pi]$, we must actually have $\kappa(x, \theta) \geq 0$ for all $\theta \in [0, \pi]$.

Remark 4.10. In view of Remark 4.8 and Theorem 4.9, if the filter $k$ is obtained as the convolution of another filter $w$ with itself according to (4.24), then the necessary condition (4.21) for the convergence of the Discrete ALIF method is satisfied. Although this assertion is not completely rigorous from a mathematical viewpoint, it can be considered as a “theorem” in the world of practical applications.

5. Numerical examples. This section presents a few numerical examples in support of the analysis carried out in section 4.

Example 5.1. Let $g(x) = g_1(x) + g_2(x)$ be the signal obtained as the superposition of the two IMFs given by

$$
g_1(x) = \cos(2\pi(40x^2 + 20x)),
$$

$$
g_2(x) = \cos(2\pi(6x^2 + 3x));
$$

see Fig. 5.1. Suppose $g$ is sampled at the $N = 1000$ points $x_i = \frac{i}{N-1}$, $i = 0, \ldots, N - 1$, and $g = 0$ outside the reference interval $[0, 1]$. Suppose further that the Discrete ALIF method (Algorithm 2.2) is applied with filter $k_x$ as in (2.1) and with

$$
k(y) = (y + 1)x(-1,0)(y) + (1 - y)x(0,1)(y),
$$

$$
\ell(x) = \frac{1}{20(4x + 1)}.
$$
The filter $k$ is referred to as the double ramp filter; its graph is depicted in Fig. 5.2(a). The function $\ell(x)$ is the reciprocal of the so-called instantaneous frequency of $g_1(x)$, which in turn is computed according to the definition proposed in [12]. The resulting ALIF iteration matrix $K_N$ is defined by (4.2) for $n = N$ and

$$L(x) = (N - 1)\ell(x) = \frac{999}{20(4x + 1)};$$

see Fig. 5.2(b).

By Theorem 4.5, we have $\{K_n\}_n \sim_\lambda \kappa(x, \theta)$, with $\kappa(x, \theta)$ defined as in (4.19). Since $\kappa(x, \theta)$ is symmetric in the Fourier variable $\theta$, the restriction $\kappa|[0,1] \times [0, \pi]$ is a rearranged version of $\kappa$ according to Definition 3.2. Let $\varphi$ be the rearranged version of $\kappa$ obtained from Proposition 3.3 applied to $f = \kappa|[0,1] \times [0, \pi]$. In Fig. 5.3(a) we plotted the graph of $\varphi$ and the real parts of the eigenvalues of $K_N$. The imaginary parts of the eigenvalues are not shown because they are negligible (their maximum modulus is about $9.4 \cdot 10^{-3}$). The graph of $\varphi$ was obtained by plotting the graph of the function $\varphi_r$ in (3.3) for a large value of $r$ ($r = 500$). The real parts of the eigenvalues of $K_N$ have been arranged in non-decreasing order, $\text{Re}(\lambda_1(K_N)) \leq \ldots \leq \text{Re}(\lambda_N(K_N))$, and are represented in the figure by the dashed line connecting the points

$$\left(\frac{i}{N}, \text{Re}(\lambda_i(K_N))\right), \quad i = 1, \ldots, N.$$
We see from the figure that, in accordance with the informal meaning of the eigenvalue distribution (see section 3), the eigenvalues of $K_N$ are approximately equal to the uniform samples

$$\varphi\left(\frac{i}{N}\right), \quad i = 1, \ldots, N.$$ 

This is also confirmed by Fig. 5.3(b), where we show the differences between the real parts of the eigenvalues of $K_N$ and the corresponding values on the curve $\varphi$.

Suppose now that we apply the Discrete ALIF Algorithm 2.2 with the following options:

- One IMF — ALIF.NIMFs = 1
- Homogeneous Dirichlet boundary conditions — ALIF.extensionType = z
- Double ramp filter — ALIF.FilterShape = DR
- Stopping criterion — ALIF.delta = 0.0001

Then, the signal $g$ is decomposed into one IMF and a remainder given in Fig. 5.4(a). The differences between the components produced by Algorithm 2.2 and the ground truth shown in Fig. 5.1(b) are plotted in Fig. 5.4(b). We clearly see that Algorithm 2.2 is convergent in this case. Hence, the necessary condition (4.21) for the convergence of the Discrete ALIF method should be satisfied. In fact, the filter $k$ in (5.1) is the convolution of the unitary step filter $\chi_{(-0.5,0.5)}$ with itself, and so (4.21) is automatically satisfied by Remark 4.10. Actually, we could also infer that (4.21) is satisfied by looking at the graph of the rearranged version $\varphi$ in Fig. 5.3(a), where we see that $0 \leq \varphi(t) \leq C \approx 1$ over $[0, 1]$ and, consequently, $0 \leq \kappa(x, \theta) \leq C$ over $[0, 1] \times [0, \pi]$.

**Example 5.2.** Let $h(x) = h_1(x) + h_2(x)$ be the signal obtained as the superposition of the two IMFs given by

$$h_1(x) = \cos\left(4\pi(-32(x - 0.5)^2 - 20(x + 0.5))\right),$$

$$h_2(x) = \cos\left(4\pi(-32(x - 0.5)^2 - 4(x + 0.5))\right);$$

see Fig. 5.5. Suppose $h$ is sampled at the $N = 1000$ points $x_i = \frac{i}{N-1}, \ i = 0, \ldots, N - 1$, and $h = 0$ outside $[0, 1]$. We apply the Discrete ALIF Algorithm 2.2 with the same
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filter \( k_x \) as in (2.1), with \( k \) as in (5.1) and Fig. 5.2(a), and with
\[
\ell(x) = \frac{1}{8(16|x - 0.5| + 5)}.
\]
The function \( \ell(x) \) is obtained as the reciprocal of the instantaneous frequency of \( h_1(x) \),
according to the definition in [12]. The resulting matrix \( K_N \) is defined by (4.2) for \( n = N \) and
\[
L(x) = (N - 1)\ell(x) = \frac{999}{8(16|x - 0.5| + 5)};
\]
see Fig. 5.6. In this example, we repeat the same study as in Example 5.1. We will therefore skip several details for the sake of brevity.

In Fig. 5.7(a) we plot the graph of \( \varphi \) and the real parts of the eigenvalues of \( K_N \).
The imaginary parts of the eigenvalues are not shown because they are negligible (their maximum modulus is about \( 6.2 \cdot 10^{-3} \)). The graph of \( \varphi \) was obtained by plotting the graph of the function \( \varphi_r \) in (3.3) for \( r = 500 \). The real parts of the eigenvalues of \( K_N \) have been arranged in non-decreasing order and are represented by the dashed line connecting the points
\[
\left( \frac{i}{N}, \text{Re}(\lambda_i(K_N)) \right), \quad i = 1, \ldots, N.
\]
Fig. 5.6. Graph of the normalized filter length \( L(x) = (N - 1)\ell(x) \).

Fig. 5.7. (a) Comparison between \( \varphi \) (solid line) and the real parts of the eigenvalues of \( K_N \) (dashed line); (b) Differences, in absolute value, between the real parts of the eigenvalues of \( K_N \) and the corresponding values on the curve \( \varphi \).

From the figure we see that the eigenvalues of \( K_N \) are approximately equal to the uniform samples

\[ \varphi \left( \frac{i}{N} \right), \quad i = 1, \ldots, N. \]

This is also confirmed by Fig. 5.7(b), where we plot the differences between the real parts of the eigenvalues of \( K_N \) and the corresponding values on the curve \( \varphi \).

The Discrete ALIF Algorithm 2.2 with the same options as in Example 5.1 allows one to decompose \( h \) into one IMF and a remainder given in Fig. 5.8(a). The differences between the components produced by Algorithm 2.2 and the ground truth shown in Fig. 5.5(b) are shown in Fig. 5.8(b). We point out that Algorithm 2.2 is convergent even in this second example and hence condition (4.21) should be satisfied. This is clearly true for the same reason as given at the end of Example 5.1.

Example 5.3. Let \( g \) be the signal of Example 5.1, which is sampled again at the \( N = 1000 \) points \( x_i = \frac{i}{N-1}, \ i = 0, \ldots, N - 1 \), and is assumed to be zero outside \([0, 1]\). We apply the Discrete ALIF Algorithm 2.2 with \( \ell(x) \) as in (5.2), with \( k_x \) as in (2.1), and with the unitary step filter

\[ k(y) = \chi_{(-0.5,0.5)}(y); \]

see Fig. 5.9. The resulting matrix \( K_N \) is defined by (4.2) for \( n = N \) and \( L(x) \) as
in (5.3) and Fig. 5.2(b). We are going to repeat once again the same study as in Examples 5.1 and 5.2. We will therefore skip many details for the sake of brevity.

In Fig. 5.10(a) we plot the graph of \( \varphi \) and the real parts of the eigenvalues of \( K_N \) (the imaginary parts are not shown as their maximum modulus is about \( 2.4 \cdot 10^{-2} \) and hence negligible). In Fig. 5.10(b) we plot the differences between the real parts of the eigenvalues of \( K_N \) and the corresponding values on the curve \( \varphi \). From Fig. 5.10 we clearly see that, even in this case, there is a very good agreement between the eigenvalues of \( K_N \) and the rearranged version \( \varphi \) of the symbol \( \kappa(x, \theta) \).

We note that the necessary condition (4.21) for the convergence of the Discrete ALIF method is not satisfied in this case. Indeed, as it is clear from Fig. 5.10(a), the rearranged version \( \varphi \) (and hence also the symbol \( \kappa(x, \theta) \)) takes negative values in the range \([-0.2, 0)\). Therefore, as expected and as it is clear from Fig. 5.10(a), the real parts of the eigenvalues of \( K_N \) take values in the same range, implying that the necessary condition (2.5) for the convergence of the Discrete ALIF method is not satisfied. If we apply the Discrete ALIF Algorithm 2.2, with the same options as in Example 5.1 and with the only exception that the filter \( k \) is now the unitary step filter, the algorithm does not converge anymore. If we stop the algorithm after 100 steps, we obtain the decomposition of \( g \) shown in Fig. 5.11, which clearly shows that the technique is now divergent. Note that the unitary step filter \( k \) cannot be generated as
the convolution of another filter \( w \) with itself, because any filter generated in this way is continuous on \( \mathbb{R} \); see, e.g., Lemma 5.9.4 of [36].

In all the numerical experiments we conducted, whenever condition (4.21) was satisfied the Discrete ALIF method was convergent. We therefore propose the following conjecture.

**Conjecture 5.4.** The necessary condition (4.21) is also sufficient for the convergence of the Discrete ALIF method.

### 6. Conclusions and perspectives

In this paper we have considered the discrete version of the ALIF method. We have performed a spectral analysis of the related iteration matrices, with particular focus on the eigenvalue clustering and the eigenvalue distribution; our main results in this direction are Theorems 4.1, 4.4 and 4.5. Based on the eigenvalue distribution, we have also formulated a necessary condition for the convergence of the Discrete ALIF method, that is, condition (4.21). Moreover, we have provided in Remark 4.10 a simple criterion to construct appropriate filters \( k \) for which (4.21) is satisfied. The analysis of this paper is based on recent results about sampling matrices [1] and, above all, on the theory of GLT sequences [18, 19, 38, 39], which we have extended in Theorem 4.6; in this sense, the latter theorem may be considered as a further main result of the paper. Several numerical examples in support
of the theoretical analysis have been presented in section 5.

The present paper is the first step toward a complete mathematical analysis of the ALIF method. Here we outline a few possible future lines of research.

1. Prove (or disprove) Conjectures 4.7 and 5.4.

2. This paper addresses the case of homogeneous Dirichlet boundary conditions. In particular, the signal $g_m$ is set to 0 outside $\{0, \ldots, n-1\}$ at every iteration of the Discrete ALIF inner loop (see Algorithm 2.2). However, other conditions are usually employed (periodic, reflective, anti-reflective, etc.). The analysis of the Discrete ALIF method in the case of boundary conditions other than Dirichlet’s is certainly an interesting subject for future research.

3. Following what has been done for the IF method [13, 14], extend the ALIF algorithm and the analysis of this paper to higher dimensions.
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