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Abstract

The study of Java as a programming language for scientific computing is warranted by simpler, more extensible and more easily maintainable code. Previous work on refactoring a C++ scientific computing code base to follow best practises of object-oriented software development revealed a coupling of such practises and considerable slowdowns due to indirects introduced by abstractions. In this paper, we explore how Java’s JIT compiler handle such abstraction-induced indirection using a typical scientific computing compute kernel extracted from a linear solver written in C++. We find that the computation times for large workloads on one machine can be on-par for C++ and Java. However, for distributed computations, a better parallelisation strategy needs to be found for non-blocking communication. We also report on the impact on performance for common “gripes”: garbage collection, array bounds checking, and dynamic binding.

1 Introduction

Historically, scientific computing applications are predominantly written outside of managed languages, typically in FORTRAN or C++. Despite a recent uptick in use of Python (and R, and Julia), most complicated numerical procedures are performed in C and C++ code wrapped by dynamic front-ends that perform less performance-critical “glue code” tasks. Scientific computing applications are often at the forefront of performance requirements, and often follow atypical development patterns (wrt. most software development): oftentimes, developers are happy to optimise an application for months just to have it run once. A large fraction of scientific computing software is developed by mathematicians, physicists, etc., with no formal training in software engineering.

Managed languages deliver many computing benefits such as portability and hardware abstraction. Furthermore, managed languages enable dynamic programming languages, like JavaScript, Python and Java, which do not compile directly to machine code but to higher-level intermediate representations, which are effectively translated into machine code (by interpretation or JIT’ing). This leaves many decisions until run-time for achieving efficient execution, but as a mitigating factor may rely on more precise information about the program to guide these choices.

This paper explores the application of Java in scientific computing. The motivation stems from a desire to achieve higher productivity and lower defect density [Phipps 1999]. The springboard to achieve these goals is higher levels of abstraction and software patterns, building on years of accumulated best practices of mainstream software developers. But, higher levels of abstractions are often at odds with optimisation—as abstractions tend to complicate efficient code generation by replacing concrete choices with a variety of possibilities. However, in many cases, the variety is only apparent: in practise, we tend to pick the same concrete choice consistently in almost all places; untyped Python code is inherently monomorphic [Åkerblom et al. 2014]; [Åkerblom and Wrigstad 2015], polymorphic inline caches have a >90% hit frequency [Hölzle et al. 1991], etc.

In this paper, we study a typical scientific computing application, or more precisely its compute kernel, where almost all its execution time is spent, written in C++. Refactoring this code base using typical OOP principles like SOLID [Martin 2003], lead to a quantifiable increase in code quality/decrease in complexity, but at the cost of a 3–8X performance drop [Källén et al. 2014]. This was predominantly due to the introduction of abstract classes and virtual calls, which facilitate future extension. Ported to Java, the refactored program keeps the improvements of the code quality, but performance improves as the JIT compiler is able to perform critical inlining of the hottest code regions. However, porting C++ programs to Java have several other performance implications, making it hard for Java programs to match the performance of hand-tuned C++.

We present a case study comparing the performance of Java to C++. Following many prior similar studies (e.g. [Moreira et al. 1998]; [Mallett 2001]; [Nikishkov et al. 2003]; [Miller et al. 2004]), we focus on multiple versions of a single code base that exhibits typical behaviour of many (but surely not all) scientific computing applications.

*This is an extended version of Källén and Wrigstad (2019). Code available on [https://github.com/fxp1/marielund.git](https://github.com/fxp1/marielund.git). The boxes representing execution times for Java with thread pools in Fig 3 and Fig 6 differ from the corresponding figures in Källén and Wrigstad (2019). Unfortunately, the wrong data is plotted in the conference paper.
On the C++ side, we study two different versions: a “naive” version that handle the refactoring-induced indirections (c.f., Källén et al. (2014)) directly using virtual methods (dynamic polymorphism), and one that uses a much more elaborate scheme involving extensive use of template parameters to avoid virtual methods (and stay squarely inside static polymorphism) for the most frequently used methods Coplien (1995). In Java, dynamic polymorphism is the default.

We study two different parallelising approaches: using a non-standard OpenMP implementation (OMP4J by Belohlávek and Steinhauser (2015)), which allows an almost direct transfer of OpenMP pragmas from the original C++ sources, and the “canonical way” using executor services from JDK.

Ultimately, we are interested in facilitating maintainable scientific software, including applying “battle tested” best-practices to the development of scientific computing applications (as aforementioned, e.g. SOLID Martin (2003) etc.). Thus, we place special interest in the ability of the Java JIT compiler to reduce the additional levels of indirection brought on by the more open and flexible code base stemming from the refactoring Källén et al. (2014), and especially performing the same well-known compiler optimisations possible using static polymorphism, in the C++ code. We also investigate which other differences in the languages affect the performance of our application, including garbage collection overheads and array abounds checking—two typical gripes from C++-oriented scientific computing developers.

In addition to serial execution (e.g. for simplicity), we compare the performance of the different program versions under typical deployment scenarios, both internal parallelism (OpenMP and executor services) and distributed computations on a cluster (using MPI).

Outline § 2 briefly surveys scientific computing. § 3 introduces Marielund, our compute kernel extracted from a larger application (HAParaNDA by Gustafsson and Holmgren (2010)). § 4 analyses performance C++ and Java version of our compute kernel. § 5 discusses related work. § 6 discusses our results and § 7 concludes.

2 Scientific Computing

With the advent of cheaper and more powerful computers, the possibility to make computer simulations is increasing. Computer simulations can be used to study processes that would be dangerous, expensive or even impossible to reconstruct in physical experiments. Examples of such processes are car crashes, earth quakes and interactions between molecules. Computer simulations are also used by meteorologists to predict tomorrow’s weather.

In order to make the simulations, we need to compute (an approximation of) the values of a function, describing for example temperature, pressure or displacement, using a numerical method. The function values are computed for a finite set of elements, constituting a domain. In practice the elements of the domain are often stored in a regular array. The domain may for example represent a physical area with the elements being different positions.

A central, and computationally demanding, step in many numerical methods is to approximate the derivative of a function for each element in the domain. In a set of numerical methods called finite difference methods, this is done by applying a stencil on each element. Applying a stencil means computing a weighted sum of the element at which the stencil is applied and a number of neighbouring elements.

Fig 1 illustrates a two-dimensional finite difference stencil (any dimensionality > 0 is valid). The elements marked by blue dots are the elements that are included in the weighted sum computed when the stencil is applied on the middlemost element. Finite difference stencils can be of different widths. A broader stencil gives a better approximation of the derivative, but also takes longer time to apply. The stencil illustrated in Fig 1 includes eight neighbour values from along each dimension and is therefore said to be of eighth order.

Having explained the relation of stencil applications to scientific computing, we introduce the application that is at the center of our study in the next section.

3 Marielund—A Compute Kernel

HAParaNDA is a scientific computing application developed by Gustafsson and Holmgren (2010). It has, among other things, been used for solving the time-dependent Schrödinger equation [Gustafsson et al. (2012b) and for numerical evaluation of the communication-avoiding Lanczos algorithm Gustafsson et al. (2012a). Currently, it consists of 12 000 lines of C++ code. HAParaNDA is written for solving high-dimensional linear problems, where high in this context typically is higher than 3. Examples of such problems are simulation of option market prices or interactions between molecules. The solver spends almost its entire execution time in a handful of methods, namely those that deal with stencil applications. HAParaNDA is an abbreviation for High-dimensional Adaptive Parallel Numerical Dynamics API. It is
Algorithm 1 Overview of Marielund.

```
Put inputValues in input block
Put resultValues in result block
for i = 1 : #applications do
    Apply stencil on input block and write result to result block
    tmp ← inputValues
    inputValues ← resultValues
    resultValues ← tmp
Put inputValues in input block
Put resultValues in result block
end for
```

Also the name of a town in north-eastern Sweden.

As execution time of this type of application increases exponentially with the dimensionality, performance is an essential aspect of HAParaNDA, in particular the stencil applications. Thus, to facilitate the study, limit noise and increase portability, we have extracted a small compute kernel. It is this compute kernel that we have made several versions of (dynamic polymorphism, static polymorphism, Java). From this point on, we will refer to this kernel as Marielund, which is the name of a district of the town Haparanda. Algorithm 1 gives a high-level overview of how it works.

Marielund repeatedly applies an eighth order finite difference stencil on a domain, as described in § 2. Computations may be parallel, on a single node (machine) or distributed over many nodes. Each node operates on \( \frac{1}{n} \) of the domain. As will be described later, the domain values are stored in an array. Each application uses one input array, which is only used for reading, and one result array, which is only used to store results. Thus, input values can be safely shared across threads, whereas the result array must be carefully "sliced" so that no two threads race to store the result value of the same element. Essentially, this means that no two threads’ indices into the shared result array may alias.

A more realistic use case would also use the computed result values somehow. However, in HAParaNDA, the time spent on applications of stencils dwarf the time for pre- and post processing, which is therefore negligible in comparison. Consequently, we focus on the performance of the stencil application and only record the time spent on the applications of the stencil. Nevertheless, in order to mimic the behaviour of an iterative solver, we swap the pointers to the input values and the result values between each application.

3.1 Ghost Regions and Inter Node Communication

Under distributed deployment of Marielund (for performance or to allow data sets larger than the memory of a single node), each node only holds a small fraction of the elements. Here, we distinguish between data blocks and “ghost regions”. The blocks contain the values on which the stencil is applied, while ghost regions contain a copy of the boundary values from the neighbour nodes. The latter are necessary because, when applying a stencil on an element, we need the values of \( W \) neighbouring elements in each direction, where \( W \) is the length of each stencil “arm” (in our case 4).

HAParaNDA uses MPI for inter-node communication, which is a standard technique in scientific computing. In order to make the Java and C++ codes as similar as possible, we keep this design (using the bindings of Vega-Gisbert et al. (2016)), despite the fact that it is not representative of Java applications from other domains. Algorithm 2 includes inter-node communication.

Algorithm 2 Overview of a stencil application, including communication.

```
Start sending boundary data to neighbour
Apply stencil in inner region
for i = 1 : #boundaries do
    Wait for the ghost region outside any boundary to be filled with values
    Apply stencil along that boundary
end for
```

3.2 Stencil Applications

Having initiated the non-blocking communication, we apply the stencil in the inner parts of the block. When explaining what this means, we refer to the element on which the stencil is currently applied as \( E \). If the distance from \( E \) to the boundary is \( \geq W \), the stencil is applied as usual. When the distance is \( < W \) in any direction, only elements that are inside \( E \) in that direction are included in the application. This procedure is summarised in Algorithm 3.

Thereafter, we apply the stencil along each boundary separately. When applying the stencil on an element \( E \) along a boundary, we only include elements that are outside \( E \), and we add the result to the one already stored in the result block. For example, consider Fig 2. When applying the stencil in the last point of the left boundary, we apply the left arm of the stencil in Fig 2a and when we apply it in the first point of the bottom boundary, we apply the bottom arm. Likewise, we
Algorithm 3 Stencil application in the inner region of a block.

\[ w_0 \] denotes the centre weight of the stencil. \( w_{-i} \) and \( w_{+i} \) denote the stencil weight in the bottom and upper part of the stencil respectively, where \( i \) is the distance from the center weight. Likewise, \( v \) is the value of the element \( E \), and \( v_{+/-i} \) is the value of the element \( i \) steps above/below \( E \). All distances are measured along the dimension \( D \).

```plaintext
for each element \( E \) do
    result ← 0
    for each dimension \( D \) do
        if distance to bottom boundary ≥ extent then
            for \( i = 1 : extent \) do
                result ← result + \( w_{-i} \) · \( v_{-i} \)
            end for
        end if
        result ← result + \( w_0 \) · \( v \)
        if distance to upper boundary ≥ extent then
            for \( i = 1 : extent \) do
                result ← result + \( w_{+i} \) · \( v_{+i} \)
            end for
        end if
    end if
    \( v_{res} \) ← result
end for
```

apply the right arm of the stencil in Fig 2b when applying the stencil along the right boundary. Before applying the stencil along a boundary, we make sure that all ghost data is received and stored in the corresponding ghost region.

### 3.3 Iterators

When a stencil is applied, iterators are used to step over the domain. Internally, all elements are stored in an array, and the iterator translates between linear array index and multi-dimensional indices. The numbers in a multi-dimensional index specify how many elements there are below the current point, along each dimension.

An iterator can be used to step over the domain and get and set the current value, and fetch the values of the neighbouring elements, which is needed when a stencil is applied. There are iterators that step over whole blocks, and iterators that only step along a boundary, specified by the user of the iterator. We have also implemented iterators that handle computational blocks with ghost regions, fetching neighbour values from a ghost region when needed. To facilitate reuse of code, we have created a class hierarchy for the iterators. The iterators use strategy classes for stepping over the domain and for fetching and changing data.

### 3.4 Intra-Node Parallelism

Marielund uses multiple threads per node. Each thread has its own iterator, which iterate over \( \frac{1}{\#\text{threads}} \) of the computational blocks of the current node. Each thread applies the stencil on the elements iterated over by its own input iterator.

Inherited from HAParaNDA, the C++ versions of Marielund are parallelised using OpenMP. To deviate as little from the C++ version as possible, the Java version uses OMP4J by Belohlávek and Steinhauser (2015), a Java library providing thread parallelisation in an OpenMP-like way.

While adoption of OMP4J is straightforward when translating C++ parallelised with OpenMP into Java, OMP4J is an independent implementation and does not contain all the functionality of OpenMP. The canonical way to parallelise Java application is using threads and concurrent elements provided by the JDK. Hence, we also carefully translated the OMP4J parallelism into using tasks for every parallel section served by a single ThreadPoolExecutor instance created for the entire program, in a standard task-parallel fashion. This also avoids specifying the number of threads at compile-time as is the case of OMP4J.

### 3.5 Block Operators

The stencil is represented by a class called ConstFD8Stencil. FD stands for finite difference, while 8 is the order of accuracy. ConstFD8Stencil inherits from the class MultuncialStencil which in turn inherits from BlockOperator.

The name BlockOperator is chosen because the operators operate on computational blocks. MultuncialStencil represents a stencil that has a midpoint and one arm pointing in each direction. Each arm is parallel with one other arm, pointing in the opposite direction, and orthogonal to all other arms. In 2D, this corresponds to a cross shaped stencil, as shown in Fig 1 and Fig 2. In an eighth order finite difference stencil, each arm is of length 4. 'Multuncial' is an adjective describing an object with the shape of a multunx, which is our dimensionality-independent generalisation of the term quincunx—the pattern of five points organised as a cross in the same way as the five-spot on a six-sided die.

### 3.6 Dynamic Binding

MultuncialStencil contains the two methods where the actual multiplications and additions of domain values and stencil weights are performed. One of these methods is summarised in Algorithm 3. The element values are fetched using dynamically bound methods in the iterator classes. The stencil weights are fetched from ConstFD8Stencil also using a dynamically bound method. This means that on average, MultuncialStencil calls one dynamically bound method for each arithmetic operation performed in the hot loops. (The methods of the input iterator, in turn, call dynamically bound methods in another iterator class, which call dynamically bound methods in the strategy classes.)

Even though we have only one concrete implementation of the block operator/stencil in Marielund, we keep the indi-

---

Thanks to Kurt Otto for this suggestion!
reactions/abstractions imposed by the original refactoring of HAParaNDA. This is done in order to facilitate addition of additional block operators and multuncial stencils, which are likely to be needed in HAParaNDA in the future.

3.7 From C++ to Java

We study 3 different versions of Marielund, which are denoted Marielund\textsubscript{D}, Marielund\textsubscript{S} and Marielund\textsubscript{J} respectively, and are described in this section. Marielund\textsubscript{D} and Marielund\textsubscript{S} are written in C++, while Marielund\textsubscript{J} is written in Java. The key difference between Marielund\textsubscript{D} and Marielund\textsubscript{S} is that the former uses dynamic binding (virtual methods), for reasons of code quality and flexibility, whereas Marielund\textsubscript{S} uses static polymorphism through the Curiously Recurring Template Pattern (CRTP) as described by \cite{Coplien1995}, to achieve similar flexibility but without delaying resolution of method calls to run-time. The downside of using CRTP is considerably more convoluted code (as a rough indication: while the LOC only grow by 4\% with CRTP, there is an 18\% increase in the number of characters).

We have striven to make the Java code as similar to the dynamic C++ code as possible, but some differences are inevitable. Below, we list the most important ones.

Use of Const Modifiers in C++ The C++ code frequently uses const modifiers, to capture both that a method does not cause side-effects and that certain parameters will not be modified. This likely helps compiler to emit more efficient code. Java has no corresponding feature.

Use of Template Parameters in C++ The C++ code makes frequent use of template parameters to propagate dimensionality and stencil order throughout the code as a constant known at compile time. Again, this allows the C++ compiler to perform powerful optimisations like loop unrolling, since it knows e.g. the value of extent in Algorithm \ref{alg:example}.

As of version 12, Java has no similar ability, and instead we rely on passing in constants as parameters to the JVM at startup and store these in static final fields. While this deprives the Java (source to bytecode) compiler of the possibility to perform loop unrolling (and constant folding, etc.) already at the bytecode level, the OpenJDK source to bytecode compiler emits very simple bytecode with few optimisations and leave those concerns for the JIT compiler. Inspecting the assembly output for the key methods (that vastly dominate execution time) from the JIT compiler reveals that it is still able to perform similar unrolling as C++. Another difference between the approaches is that in the case of the Java code, only one dimensionality and stencil order can be used in each execution. However, these parameters can be expected to stay constant through a single execution.

Note that on the C++-side, as a side-effect of this optimisation, the code must be recompiled for each configuration of the program. Java overcomes this naturally by delaying compilation to run-time. The Java code is arguably also cleaner as 195 propagations of template parameters can be removed completely (in about 2700 LOC depending on the version).

Multiple Inheritance to Interface Implementation Following Java practices, we resolve the issue of translating multiple inheritance straightforwardly using interfaces. As a consequence, the iterator classes are typed using an interface type rather than a class type. Hence, many frequent method calls are compiled using the invokeinterface bytecode rather than invokevirtual. In the past, the former has been known to be slower than the latter\footnote{At least in the programming folklore, see e.g. \url{https://dzone.com/articles/abstraction-slowed-you-down}, but see also e.g. \cite{Alpern2001}.} although we were not able to produce meaningful slowdowns due to interface polymorphism in informal benchmarking.

Java’s MPI Bindings The Java MPI bindings that we use are a thin wrapper around the standard C implementation, outside of the normal Java heap. Our main usage of MPI is sending parts of arrays of ghost data between adjacent nodes. As the JVM may move arrays during garbage collection, data communicated using MPI must be placed in a temporary buffer with a fixed address to which a pointer can be safely passed to the underlying C implementation of MPI. When, as in Marielund, non-blocking communication is used, the Java bindings enforce these buffers to be direct buffers, which are provided as standard classes in the Java SDK (package java.nio). However, the iterator classes use data stored in regular arrays. Consequently, we store the data of the blocks and ghost regions in regular arrays. Before sending data to another node, we copy it into the send buffer. Likewise, after receiving data, we copy it from the receive buffers to a regular array. (Storing the data in the direct buffers only does not improve performance.)

3.8 Notes on Performance

For readability and consistency, we use a two-dimensional array to store the stencil weights, in the Java code as well as in the C++ code. The C++ code only declares methods as dynamically bound (virtual) when our design required it. In order to make the Java code as similar to the C++ code as possible, every method that is not declared as virtual in the C++ code is declared as final in the Java code.

Most of the data used in the application is the arrays containing all domain elements and the result of the stencil applications. The arrays are allocated early in the program and repeatedly operated on until the end of the execution. Consequently, the amount of allocation and deallocation is kept minimal. This pattern is typical for an important class of scientific computing applications.
Element access in the stencil application uses prefetcher-friendly, even strides. Therefore, we believe that memory blocking would not impact performance considerably.

3.9 Representativeness

Marielund is a relatively small application, but we find it representable for an important class of scientific computing applications, which typically:

1. repeatedly operate on a large data set.
2. allocate the data early during the execution and do not deallocate it until the end.
3. keep a constant configuration through the execution, and polymorphic types can be expected not to change.
4. are inherently parallel and the load does not change during an execution.

4 Performance Analysis

Java’s performance has been scrutinised by members of the scientific computing field, as witnessed by the detailed work in §3.6. In the past, scientists have studied manual unrolling of loops, turning off array bounds checking etc. in an effort to increase Java performance. In this section, we revisit some of these questions in the context of Java 8.0.212 and 11.0.2 (henceforth referred to simply as Java 8 and 11) using the various versions of Marielund as our test vehicle. While Java 8 is “old”, there are still many programs and libraries that do not yet work with Java 9 and above, thus warranting its inclusion. Naturally, one must be careful to draw grand conclusions from studies of just a single program. Nevertheless, as discussed in §3.9 Marielund exhibits typical behaviour of an important class of scientific computing applications and we hope that our findings might dispel some prejudice.

4.1 Data Collection

We made a number of experiments to compare the performance of Marielund$_D$, Marielund$_S$ and Marielund$_J$. Each experiment was run 30 times for each version, as separate invocations of the JVM and Marielund$_D$/Marielund$_S$ respectively. The stencil was applied 8 times in each run, that is one run corresponds to 8 turns of the loop in Algorithm 1. In Marielund$_J$, also 8 warm-up applications were performed.

Execution Time A program like HAParaNDA is designed to make large scale computations that may run for several days. Consequently, the time for set up (including warm-up) and tear down of the program is negligible compared the time spent on stencil applications. Thus, we only time the 8 stencil applications: not set up, tear down or warm-up.

In the rest of this paper, execution time refers to the total time spent on computations and on communication (of ghost data). The time spent on communications include MPI calls to send, receive and wait for data, and (in Marielund$_J$) the time for copying data to and from direct buffers.

Warm-Up for Marielund$_J$ To determine the number of warm-up applications for Marielund$_J$, we repeatedly ran the program with an increasing number of warm-up applications until we no longer saw any performance implications, and the program had reached a steady state. Using this method, we ended up making 8 warm-up applications of the stencil before starting any measurements for Marielund$_J$.

Deployment The experiments were conducted under three different deployments, denoted Rackham, Snowy and Ada respectively. HAParaNDA-like applications are meant to be used with large data sets on large clusters, or it is at least in these cases where performance is critical (and run-time is counted in days). Rackham is a 486-node cluster with two 10-core Intel Xeon E5 2630 CPUs per node. Snowy is a 228-node cluster with two 8-cores Intel Xeon E5 2660 CPUs per node. Both clusters run CentOS 7 (3.10.0-957.21.2el7.x86_64) and nodes are connected with Infiniband FDR. The nodes used in our experiments all have 128 GB of RAM. Ada is a dual core laptop computer with one Intel i7-4600U processor and 15.6 GB RAM, running Ubuntu 18.4 (4.15.0-54-generic).

Libraries We have used Open MPI version 4.0.0 (compiled from source in order to get C++ and Java bindings) in all experiments. The C++ versions of Marielund are compiled with g++ (wrapped in mpic++). On the two clusters, version 8.3.0 was used, while the g++ version on Ada is 7.4.0. All binaries were compiled with the following flags: -DMPI_LIB -fPIC -MMD -MP -fopenmp -std=c++11 -O3.

Classes using OMP4J were compiled using OMP4J version 1.2. For all JVM executions, we used the flags -XX:+UseCompressedOops -XX:+UseParallelGC.

Experiment Configurations In our performance analysis, we experimented with parallelism on three different levels:

Serial Single-threaded runs (run on all platforms).

Threaded Parallel runs using OpenMP/OMP4J/standard JDK services (run on Rackham/Snowy) with the number of threads set to the number of cores on each node.

Distributed Distributed runs with 16 nodes each running a parallel configuration with as many threads as cores (run on Rackham and Snowy). We used mpiexec with --bind-to none to start each node.

For each of these configurations, we made both two-dimensional (2D) and six-dimensional (6D) runs. These runs exhibit somewhat different characteristics and stress different parts of the code (as will be explained shortly).

For the 2D runs, we applied a two-dimensional multiscalar stencil on a domain consisting of 16383² elements. For the
6D runs, we applied a six-dimensional stencil on a domain consisting of $25^3$ elements. Note that these domain sizes are the number of elements on each node, that is the size of the full domain in the serial and threaded runs, but only $\frac{1}{36}$ of the total domain size of the distributed runs. For Java, we set both the minimum and the maximum heap sizes to 12 GB and 24 GB for the two-dimensional and the six-dimensional runs respectively. Moreover, we set ParallelGCThreads to the number of threads used by Marielund.

Statistical Rigour We compared the execution times of MarielundD and MarielundS to those of MarielundJ running two different Java versions (Java 8 and Java 11). Here, we used the OMP4J version of MarielundJ. Thereafter, we compared the two Java versions of MarielundJ for both Java 8 and Java 11. These comparisons consist of pair-wise t-tests of the mean of the execution times, performed using the R function t.test. Unfortunately, the execution time distributions are not symmetric for any experiment. To compensate for the fact that the preconditions of a t-test are not fulfilled, we also made a permutation test, resampling 1,000,000 times. Below, we present box plots of the execution times for each dimensionality and level of parallelisation.

Memory Measurements To compare the amount of memory used by the different versions of Marielund, we measured memory usage of the C++ versions of the program using the valgrind tool massif. Since the JVM segfaulted when we tried to run it through massif, instead, we used VisualVM to visualise the memory usage for the Java versions. We used threaded runs of the programs for all these measures.

Assembly Analysis To understand the behaviour of the compilers (e.g. inlining, etc.) we studied the assembly codes. For C++, we used callgrind with --dump-instr=yes and --collect-jumps=yes. This annotates the output with the number of times each instruction is executed.

For Java, we used JMH (Java Microbenchmark Harness) with the flag -prof perfasm to obtain the assembly code for the hottest regions of the Java code, together with information of how much of the execution time was spent on the most expensive and/or frequently executed instructions.

4.2 Analysis

For brevity, we focus on the Rackham cluster results.

Computational Performance Fig 3 shows box plots of the execution times on Rackham. It shows that the C++ version with dynamic binding is considerably slower than all Java versions, while the C++ version with static binding is considerably faster than all Java versions.

This agrees with the results of Tab 1, which show that the slowdown of MarielundD over MarielundS is statistically significant in all cases studied, and with Tab 2 which shows the same for the slowdown of MarielundJ over MarielundS.

The biggest difference between the two thread parallelisation strategies for Java is found for two-dimensional serial runs, where the Java version using native Java threads is faster. As can be seen in Tab 3, the difference is highly significant both for Java 8 and Java 11. On the contrary, in the two-dimensional threaded experiments and the six-dimensional serial experiments, we cannot see any statistically significant difference at all. In the six-dimensional threaded experiments, we see a statistically significant difference on the level 0.01 and 0.05 for Java 8 and Java 11 respectively. However, the absolute difference between the execution times of the two parallelisation strategies is generally small (c.f. Fig 3, Tab 5).

The results in this subsection were reproduced at Snowy and Ada, with the only exception that MarielundJ with thread pools is significantly faster than the OMP4J version also for six-dimensional experiments at Ada, see Fig 4, Tab 4 - Tab 6, Fig 5, and Tab 7 - Tab 9.

Memory Usage The memory usage of MarielundD and MarielundS are basically constant through the whole execution. Its maximum value is 4.026 GB in the two-dimensional experiments and 7.115 GB in the six-dimensional ones.

For MarielundJ with thread pools, the memory usage does not vary much, and stays constant around 5 GB and 12 GB the whole run. (Certainly the memory usage increases over time, but if we perform 100 applications of the stencil, the largest memory usage is not more 5.170 GB and 11.410 GB respectively. This can be compared to the first memory usage shown by VisualVM: 4.990 GB and 10.990 GB respectively.)

In the MarielundJ version that employs OMP4J, the memory usage is considerably higher. Garbage collection is triggered at least every 12th and 6th application of the stencil in the two-dimensional and the six-dimensional case respectively. Garbage collection decreases the memory usage from just below 7 GB to 4.1 GB in the two-dimensional runs. In the six-dimensional runs, garbage collection after the warm-up phase decrease the heap size from around 13 GB to 7.1 GB.

5 Related Work

The performance of Java and C/C++ for scientific computing applications has been compared in many studies. Most of them conclude that you can obtain higher performance in C/C++ than in Java, although the relative difference varies from a couple of percent to a factor 60. Tab 10 shows an overview of the results discussed below.

Notably, most of these studies are more than 15 years old today and, naturally, cover relatively early versions of Java.
Figure 3: Execution times on the Rackham cluster. X axes show code versions and y axes show execution times in seconds. Note variable Y axes.

Table 1: Execution times in seconds and statistics comparing the execution times of Marielund$_d$ on the Rackham cluster with those of Marielund$_j$. $p_t$ denotes the $p$ value for the t-test, while $p_p$ denotes the $p$ value for the permutation test.
Table 2: Execution times in seconds and statistics comparing the execution times of Marielund\textsubscript{S} on the Rackham cluster with those of Marielund\textsubscript{J}. \(p_t\) denotes the \(p\) value for the t-test, while \(p_p\) denotes the \(p\) value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Execution times</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>parallelisation</td>
<td>dim</td>
<td>Java v</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>distributed</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>distributed</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>distributed</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>distributed</td>
<td>6</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 3: Execution times in seconds and statistics comparing the execution times on the Rackham cluster when Marielund\textsubscript{J} is parallelised with OMP4J and fixed thread pools respectively. \(p_t\) denotes the \(p\) value for the t-test, while \(p_p\) denotes the \(p\) value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Execution times</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>parallelisation</td>
<td>dim</td>
<td>Java v</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 4: Execution times in seconds and statistics comparing the execution times of Marielund\textsubscript{D} on the Snowy cluster with those of Marielund\textsubscript{J}. \(p_t\) denotes the \(p\) value for the t-test, while \(p_p\) denotes the \(p\) value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Execution times</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>parallelisation</td>
<td>dim</td>
<td>Java v</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>distributed</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>distributed</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>distributed</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>distributed</td>
<td>6</td>
<td>11</td>
</tr>
</tbody>
</table>
Figure 4: Execution times on the Snowy cluster. X axes show code versions and y axes show execution times in seconds. Note variable Y axes. s=static, d=dynamic, J=Java, OMP=OMP4J, thr=native Java threads.

Table 5: Execution times in seconds and statistics comparing the execution times of Marielund\textsubscript{S} on the Snowy cluster with those of Marielund\textsubscript{J}. \( p_t \) denotes the \( p \) value for the t-test, while \( p_p \) denotes the \( p \) value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Java v</th>
<th>C++</th>
<th>Java</th>
<th>( t )</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( p_t )</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>57.85</td>
<td>98.35</td>
<td>-162.5840</td>
<td>9.0793e-46</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>242.60</td>
<td>396.46</td>
<td>-14.5209</td>
<td>7.6019e-15</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>4.64</td>
<td>11.74</td>
<td>-36.5754</td>
<td>6.8428e-28</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>39.09</td>
<td>60.99</td>
<td>-14.7127</td>
<td>1.1317e-16</td>
</tr>
<tr>
<td>distributed</td>
<td>2</td>
<td>5.75</td>
<td>11.96</td>
<td>-45.6920</td>
<td>3.8718e-37</td>
</tr>
<tr>
<td>distributed</td>
<td>6</td>
<td>59.54</td>
<td>100.12</td>
<td>-24.3699</td>
<td>2.7714e-25</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>57.85</td>
<td>91.09</td>
<td>-105.1228</td>
<td>1.1252e-39</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>242.60</td>
<td>334.33</td>
<td>-20.2699</td>
<td>9.9346e-19</td>
</tr>
<tr>
<td>threaded</td>
<td>2</td>
<td>4.64</td>
<td>11.19</td>
<td>-27.0459</td>
<td>3.5227e-23</td>
</tr>
<tr>
<td>threaded</td>
<td>6</td>
<td>39.09</td>
<td>53.89</td>
<td>-17.4375</td>
<td>4.1754e-23</td>
</tr>
<tr>
<td>distributed</td>
<td>2</td>
<td>5.75</td>
<td>12.30</td>
<td>-28.1727</td>
<td>1.2956e-24</td>
</tr>
<tr>
<td>distributed</td>
<td>6</td>
<td>59.54</td>
<td>95.28</td>
<td>-28.0639</td>
<td>3.8093e-31</td>
</tr>
</tbody>
</table>
Table 6: Execution times in seconds and statistics comparing the execution times on the Snowy cluster when Marielund\textsubscript{J} is parallelised with OMP4J and fixed thread pools respectively. \(p_t\) denotes the \(p\) value for the t-test, while \(p_p\) denotes the \(p\) value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Execution times</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>parallelisation</td>
<td>dim</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>threaded</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>threaded</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>threaded</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>threaded</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 5: Execution times on the laptop Ada. X axes show code versions and y axes show execution times in seconds. Note variable Y axes. s=static, d=dynamic, J=Java, OMP=OMP4J, thr=native Java threads.

Table 7: Execution times in seconds and statistics comparing the execution times of Marielund\textsubscript{D} on the laptop Ada with those of Marielund\textsubscript{J}. \(p_t\) denotes the \(p\) value for the t-test, while \(p_p\) denotes the \(p\) value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Execution times</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>parallelisation</td>
<td>dim</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 8: Execution times in seconds and statistics comparing the execution times of Marielund\textsubscript{S} on the laptop Ada with those of Marielund\textsubscript{J}. \(p_t\) denotes the \(p\) value for the t-test, while \(p_p\) denotes the \(p\) value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Execution times</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>parallelisation</td>
<td>dim</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>serial</td>
<td>6</td>
</tr>
</tbody>
</table>
To our knowledge, no comparison between C/C++ and Java has been made using a Java version newer than Java 6.

Atwood et al. (1997) implemented an iterative solver in C and Java 1.1. The C version appeared to be almost 6 times faster. Boisvert et al. (1998) compared Java 1.1 and C++ implementations of a number of linear algebra operations (axpy, dot products, dense matrix-matrix multiplications and sparse matrix-vector multiplications). They tuned the Java code by manually unrolling loops, by only using one-dimensional arrays, and by blocking loops. In best case, Java execution times are a factor 2 larger than the C ones for axpy, dot product and dense matrix-matrix multiplication. For sparse matrix-vector multiplication, Java appears to be 20–50% slower than C.

The same year, Moreira et al. (1998) compared the two languages for a matrix-matrix multiplication and addition. Their unoptimised Java implementation is about 60 times slower than the corresponding C implementation. However, by turning run-time checks of array indices off (which is not legal in Java), they got a 15-fold improvement in performance. They also wrote and compiled the C program according to “Java rules”, that is with loop unrolling and reordering of instructions disabled, by not using fused multiply-add and only using one-dimensional arrays. This makes the C program 4 times slower, and the execution times are more or less the same as those for the latter Java version of the program. Two years later, they made a study were they introduced safe regions, where they could prove that no array access would be illegal. Thereby, they could turn array index checks off in these regions. They also optimised the code using blocking and unrolling of loops, scalar replacements and activation of fused multiply-add. They applied this on the same operation as in the paper from 1998, and got a Java program that was only 17–59% slower than the corresponding C++ programs.

Mallett (2001) compared a C and a Java implementation of a molecular dynamics simulation. The Java version appeared to be between 30% and a factor 2 slower than the C version, depending on platform and problem size. Bull et al. (2003) compared Java and C++ implementations of a number of compute kernels, which they claim are representative for scientific computing software. Depending on which platform they ran the programs, the Java version was from 7% to 4 times slower than the C++ version, on average. Schatzman (2001) implemented fast Fourier transform and matrix-vector multiplication in C++ and Java. For both applications, the Java program was at most 50% slower than the corresponding C++ program. He also concluded that Java performs worse than C++ when it comes to method calls (e.g., getters and setters). Just as Moreira et al., he also mentions array bounds checking as a factor that limits Java’s performance.

Nikishkov et al. (2003) compared Java and C for finite element computations. In the Java program, they avoided object-oriented features with considerable overhead (e.g., object creation) in the performance critical parts of the code. Their results suggest that Java 1.2 is faster than Java 1.3 and Java 1.4. In an application with consecutive access of array element, Java 1.2 was about 10% slower than C. With non-consecutive array element access Java, got about 50% slower than C. They also found that in some environments, explicit unrolling of loops speeded the Java program up.

Miller et al. (2004) compared C++ and Java implementations of a finite element solver. For small (2D) problems, Java was around 3 times slower than C++, but for larger (3D) problems, the difference was less than a factor 2. They also found that using object-oriented techniques for representing tensors in the solvers resulted in higher performance. Their explanation for this is that the tensor abstraction provides a built-in framework for loop unrolling and blocking. However, in the object-oriented versions, they avoided constructor calls that might otherwise reduce performance.

Vivanco and Pizzi (2005) compared C++ and Java for a number of different applications. First, they studied the performance of array accesses and found that Java is over 2 times slower than C++, in the best case. SciMark 2.0 contains 5 basic scientific computing operations, which were also implemented in C++ and Java by Vivanco and Pizzi. Here, Java 1.3 appeared to be faster than Java 1.2. For small problem sizes, Java 1.3 was 14% slower than C++ and for large problem sizes Java 1.3 was 26% slower than C++.

Five years later, in 2009, Shaﬁ et al. (2009) compared C and Java versions of two scientific computing applications: an n-body simulation and a finite difference solver for Maxwell’s equations. They applied a number of optimisations on the Java code, such as conversion of two-dimensional arrays to one-

Table 9: Execution times in seconds and statistics comparing the execution times on the laptop Ada when Marielund, $p_t$ denotes the $p$ value for the t-test, while $p_p$ denotes the $p$ value for the permutation test.

<table>
<thead>
<tr>
<th>Setup</th>
<th>dim</th>
<th>Java v</th>
<th>OMP4J</th>
<th>threads</th>
<th>t</th>
<th>$p_t$</th>
<th>$p_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>serial</td>
<td>2</td>
<td>8</td>
<td>71.28</td>
<td>69.21</td>
<td>16.1607</td>
<td>8.6287e-18</td>
<td>***</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>8</td>
<td>514.18</td>
<td>419.88</td>
<td>7.1132</td>
<td>1.9683e-09</td>
<td>***</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>11</td>
<td>68.04</td>
<td>63.70</td>
<td>19.4429</td>
<td>8.4436e-19</td>
<td>***</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>11</td>
<td>491.63</td>
<td>448.66</td>
<td>5.5665</td>
<td>1.3462e-06</td>
<td>***</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>8</td>
<td>71.28</td>
<td>69.21</td>
<td>16.1607</td>
<td>8.6287e-18</td>
<td>***</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>8</td>
<td>514.18</td>
<td>419.88</td>
<td>7.1132</td>
<td>1.9683e-09</td>
<td>***</td>
</tr>
<tr>
<td>serial</td>
<td>2</td>
<td>11</td>
<td>68.04</td>
<td>63.70</td>
<td>19.4429</td>
<td>8.4436e-19</td>
<td>***</td>
</tr>
<tr>
<td>serial</td>
<td>6</td>
<td>11</td>
<td>491.63</td>
<td>448.66</td>
<td>5.5665</td>
<td>1.3462e-06</td>
<td>***</td>
</tr>
</tbody>
</table>
A more recent performance comparison of C and Java 1.6 was done by [Vega-Gisbert et al., 2016] using the NPB benchmark suite. For NPB’s conjugate gradient solver, the Java performance was close to that of C. However, for the other four benchmark problems, the Java implementations were notably slower than the C implementations.

Only three of the aforementioned papers compare the parallel performance of C/C++ and Java: [Shafti et al., 2009], [Taboada et al., 2013], and [Vega-Gisbert et al., 2016]. Of these, only [Vega-Gisbert et al., 2016] use Open MPI for their experiments.

6 Discussion

In this section, we discuss performance and memory, and revisit typical folklore “Java performance gripes” from the scientific computing community.

6.1 Computational Performance

The initial motivation for this work was primarily to see if Java would be able to “compile away” the apparent virtual calls due to increased abstraction, and ultimately inline the called methods in the hot loops. Indeed, the assembly code (stabilised after 8 warm-up runs in the case of Java), shows that the dynamically bound methods in the iterator classes are inlined in MarielundS and MarielundJ, but not in MarielundD. The method for retrieving the stencil weights (denoted w in Algorithm 3) is inlined in all versions of the code. Evidently, g++ realises that there is only a single concrete subclass of MultuncialStencil and leverages this information to optimise the code. Thus, adding more concrete realisations of MultuncialStencil may lead to performance drops, increasing the performance gap between MarielundD and the other versions of Marielund.

Despite the inlining, MarielundJ is slower than MarielundS. One culprit, required by Java’s MPI bindings, is copying of values to and from the direct buffers for each stencil application and boundary. To investigate, we measured the execution time with the time for communication excluded. Fig 4 and Tab 11 show that the difference is considerably smaller when communication time is excluded. With Java 11, for the six-dimensional threaded runs, the difference is as small as 4%.

The computation times are 19.99 and 20.78 seconds respectively, 19.99 – 19.99 = 0.88, 0.88 / 20.78 ≈ 0.04, 0.88 / 19.99 ≈ 0.04.

To understand the remaining difference in the execution times of Marielund\textsubscript{J} and Marielund\textsubscript{S}, we studied assembly codes for the hottest loop in both versions: the loop over $D$ in Algorithm\ 3. In the case of Marielund\textsubscript{J}, we focused on the code generated during serial executions. For the two-dimensional stencil applications, the main differences are:

1. The C++ code for retrieving the stencil weights ($w$ in Algorithm\ 3) from a 2D array is compiled down to a single load, while Java’s handling of 2D arrays (as separate nested arrays) incurs considerable overhead.
2. Iteration over arrays of sizes known at compile-time still require array bounds checking in Java.
3. Java performs array bounds check on every element of arrays whose size is defined at run-time. This is done every time one of the values denoted by $v$ (with or without subscripts) in Algorithm\ 3 is accessed.
4. The $D$ loop is unrolled by g++ but not by Java’s JIT compiler.
5. Instructions from different lines are more frequently reordered by the JIT compiler than by g++.
6. In Marielund\textsubscript{J}, values are moved between registers, and on the stack, to a larger extent than in Marielund\textsubscript{S}.

Six-dimensional runs exhibit similar differences, modulo:

1. The stencil weights array is loaded outside the hottest region, and only the sub arrays are fetched within it, eliminating some of the overhead of 2D array handling.
2. The $D$ loop (which now goes from 0 to 5 instead of 0 to 1) is not unrolled in any of the code versions.

### 6.2 Memory Usage

When garbage collection occurs, the minimal memory footprint of Marielund\textsubscript{J} is very close to that of the C++ versions of Marielund. This indicates that the content on the heap of a Java program does not necessarily have to be much larger than that of the corresponding C++ program. In Marielund\textsubscript{J} that uses a thread pool, no garbage collection occurs. A reason that this process needs more memory is probably garbage from the warm-up phase, which is collected in the OMP4J version of Marielund\textsubscript{J}. The memory of the thread pool version does increase over time (although slowly), and if we let the program run for days, garbage collection would eventually occur. Then it is reasonable to think that the memory usage would go down to the lowest memory usage level of the OMP4J version. The reason for the increase in memory usage of the thread pool version of Marielund\textsubscript{J} is most likely the frequent thread spawning is a reason for this lower computational performance of the OMP4J version.

The OMP4J version allocates considerably more memory in each application than the thread pool version does. When visualising the execution in VisualVM, we saw that OMP4J seems to spawn new threads each time it enters a parallel section, as opposed to the thread pool version that creates the threads once and then reuses them. This is probably one reason for the more rapidly increasing memory usage. It is also likely that the frequent thread spawning is a reason for the lower computational performance of the OMP4J version.

### 6.3 Common Performance Gripes

The folklore truth with respect to the use of Java for scientific computing is that C++ gives more abilities to optimise and that Java is plagued with considerable overheads: garbage collection, array bounds checking, virtual calls, JIT compilation overhead and lack of support for >1-dimensional arrays.
In the case of Marielund, garbage collection overheads was not a major pain point. The application more or less executes in constant space, and what few garbage objects are created per application are dwarfed by the size of the arrays.

With respect to array bounds checking, close inspection of the annotated JMH output reveals that \(\approx 4\%\) of the total run-time is spent on array bounds checking—in an application where arrays are very frequently accessed. This is a considerable improvement in modern Java versions, compared to the version used by Moreira et al. (1998).

On the notion of >1D arrays, when refactoring the 2D array into a 1D array we did not see any performance boost in the Marielund\textsubscript{J} version that uses a thread pool.

With respect to virtual calls, Java does better than C++ by allowing static indirections in the code to be removed dynamically. Java final calls are byte-compiled into invokevirtual and optimisation happens in the JIT compiler. Regarding JIT compilation overhead, we found that for a regular application, compiled code stabilised quickly; \(\leq 8\) stencil applications were enough to fully compile the hot regions. For applications like HAParaNDA that do large number of applications, the cost of compiling at run-time is thus negligible.

Excluding the communication overhead, the performance difference between the six-dimensional thread parallelised runs in Java 11 and the fastest C++ version is as low as 4%, which is equal to the time spent in array bounds checking, according to our approximation in Section 6.3. While Java’s array bound checking has a noticeable overhead, the overhead is quite small considering the extensive array accessing. Our result further indicates that in some cases, the JIT compiler can eliminate the remaining performance differences between Java and an optimised C++ version of a scientific computing program. This agrees with the discussion in Section 6.3. Still Java gives us considerably less convoluted code.

7 Conclusions

Our study shows that Java’s JIT compiler may eliminate the performance penalty of dynamic binding when the concrete type is constant through the whole program run, which can be expected to be the case in many scientific computing programs. Nevertheless, the Java version performs worse than the statically bound C++ version that uses CRTP. The main reason for this is copying overhead for the direct buffers mandated by our use of MPI and non-blocking communication. Therefore, it might be a wise decision to look for another solution for inter-node communication when communicating large data sets using non-blocking communication.
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