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Goal: Develop automatic tools that analyze source code and check correctness for all possible interleavings and all possible numbers of threads
Tools are to implement verification techniques:
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Concurrent Algorithms: A non-blocking queue

Diagram showing a non-blocking queue with nodes labeled H, T, and v2, with arrows indicating connections and directions.
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Diagram showing the structure of a non-blocking queue with nodes labeled H and T, and elements 1, 2, 3, 4, 5, 6, 7, 8, 9, 10.
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Diagram showing nodes and connections with labels:
- $D(v_1)$
- $E(v_2)$
- $E(v_3)$

Nodes and arrows labeled with numbers and symbols such as `H`, `T`, `node`, `tail`, `next`.
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Concurrent Algorithms

Analysis needs to take into account several sources of difficulty:

▶ Arbitrary numbers of threads
▶ Infinite data domains
▶ Dynamic memory
▶ Memory model guaranteed by the machine
▶ ...
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\[
\text{Pre}^*(\quad )
\]

\[\text{init}_a\]
\[\text{init}_b\]
\[\text{init}_c\]
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φ₀ = Bad
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\[ \phi_0 = \text{Bad} \]

\[ \begin{align*}
\phi_1 &= \text{post}(i_1 \land \phi_2) \\
\phi_2 &= \text{post}(i_1 \land \phi_2) \\
\phi_3 &= \text{post}(i_0 \land \phi_3) \\
\phi_0 &= \text{init} \\
\end{align*} \]
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$c_3 \leq X \leq c_4$

$c_1 \rightarrow c_2$

$c_4$
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