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CNN 1

CNN 2

CNN 1&2

Full Sized Cross-Modal, Cross-Trafo

SIFT SURF ResNet

Original 15.6 16.8 26.1

CoMIR 39.6 65.05 21.8
CycleGAN 18 17

Pix2Pix 19 24

Full Sized Within-Modal, Cross-Trafo

SIFT SURF ResNet

Original 100 98.5 71.6

CoMIR 99.25 93.85 57.65
CycleGAN 59.7 83.6
Pix2Pix 23 77

Patches Cross-Modal, Cross-Trafo

SIFT SURF ResNet

Original 16.45 17.55 8.6

CoMIR 18.65 48.9 8.6
CycleGAN 18.625 14.15
Pix2Pix 18 21

Patches Within-Modal, Cross-Trafo

SIFT SURF ResNet

Original 91.8 89.8 11.6

CoMIR 81.35 79.9 13.05
CycleGAN 30.2 53
Pix2Pix 18 38
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Loss Modification for Rotation Equivariance Downstream Tasks
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• CoMIRs extract shared content in mutli-
modal images and enable multimodal reg-
istration and retrieval by reducing the prob-
lem to a monomodal one.

• CoMIRs combined with monomodal inten-
sity- and feature-based registration meth-
ods significantly outperform registration by 
mutual information and data-specific SotA.

• CoMIRs are suitable for cross-modal re-
verse image search when combined with 
invariant fearture extractors in a BoW.

• A randomly cropped patch in one mo-
dality serves as an anchor. Its corre-
sponding patch in the other modality 
acts as a positive. Any other patch of 
any modality serves as a negative.

• Two CNNs, sharing no weights, only 
connected by the loss function, learn 
dense representations by maximizing 
the distance between the anchor and 
the negatives, as well as minimizing the 
distance between the anchor and the 
positive.

• For an image pair (x1,x2), its CoMIRs (y1,y2), and a critic h, the loss 
based on InfoNCE [2] is given by  

• Modification of the critic which  
allows for rotational equivariance  
commutes the CNN fθ with 
actions Ti, Ti’ of the C4 group (rotations by multiples of 90 degree).

Fig. 7: Success rate as a function of tolerated residual er-
ror of registration of the CoMIRs based on MSE.

• Combining information of multiple modalities for one specimen can shed light on properties not  
detectable by only one modality as they can provide complementary details.

• Multimodal Registration can be extremely challenging if the appearance or signal expression den-
sity differs greatly between the modalities, as is the case for brightfield (BF) microscopy and sec-
ond harmonic generation (SHG).

• We have developed a contrastive learning method based on InfoNCE [2] to learn representations 
from different modalities, called CoMIRs [1], which are visually similar. 

• These image-like, dense representations can be succesfully registered by monomodal rigid regis-
tration methods, e.g. α-AMD (intensity-based, [3]) or using SIFT (feature-based, [4]).

• Top-10 cross-modal image retrieval success using CoMIRs for reverse image search is 65%, 
doubling the performance of direct cross-modal retrieval of the multimodal images.

• No data-specific information is incorporated in the learning, i.e. the method is modality indepen-
dent and can be applied to other imaging modalities than BF and SHG.

• Registration: CoMIRs 
can be registered by 
common, monomodal 
methods based on their 
intensities (e.g. α-AMD 
[3]) or by feature based 
methods (e.g. SIFT [4]).

• Retrieval: A Bag-of-
Words [BoW,6] based 
on invariant feature ex-
tractors (SIFT/SURF [7]) 
and cosine similarity for 
matching can be used.

Fig. 2: Through contrastive learning our 
method produces abstract representations 
which are very similar for all input modali-
ties.

Fig. 5: Image translation methods to transform BF and SHG 
into one common modality. Arrows indicate resulting pairs for 
registration.

Fig. 4:  
Rotation Equivariance is 
achieved for any angle by 
commuting the CNN training 
with rotations of the C4 group, 
here shown on an arial image 
dataset.

Fig. 1:  
834x834px 
Patches to be 
registered and re-
trieved (available 
at [5]), cut from 
TMA cores cap-
tured by BF and 
SHG. In our per-
formance evalua-
tion random rota-
tions by ± 30° and 
random transla-
tions by ±100px 
were applied to 
the patches. 

Fig. 6: MI 
fails to de-
tect global 
extrema if 
the initial dis-
placement is 
too large.

• We require certain properties of the rep-
resentations, such as rotational equivari-
ance and similar intensities, which can be 
realized through the loss function without 
any additional hyperparameters.

• The appearance of CoMIRs depends 
on the choice of similarity function (critic); 
MSE yields the best results.

• The number of channels for the CoMIRs 
can be chosen; single channel CoMIRs 
expedite registration. Fig. 3: Gan-based image translations, 

unlike CoMIRs, lack rotational equivari-
ant properties. 

Fig. 8: Top-10 retrieval success for re-
verse image search shows the impor-
tance of equivariant representations 
and invariant feature extractors to han-
dle transformations and multimodality.


