
Estimating Certainty in Deep Learning

Material and Methods
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• BNN methods do not improve calibration significantly.
• LS improves accuracy and mitigates overconfidence.
• TS efficiently assures well-calibrated models.
• LS and TS can be simply combined.
• Applying CDrop/VI only on the last layer reduces train/test time.
• ResNet tends to be worse calibrated than LeNet.

Results
Label 

Smoothing Method Calibration Accuracy AECE[7] Train time 
(s/epoch)

Test time 
(s)

LS0.0 Base NC 0.801 0.145 21.61 1.14
LS0.1 Base NC 0.841 0.170 21.57 1.13
LS0.0 Base TS 0.809 0.022 21.35 1.14
LS0.0 Drop NC 0.823 0.133 20.42 10.97
LS0.0 CDrop NC 0.778 0.096 41.73 22.77
LS0.0 LLCDrop NC 0.821 0.134 21.95 11.72
LS0.0 VI NC 0.211 0.232 48.86 23.51
LS0.0 LLVI NC 0.822 0.125 23.05 11.57

• Implement several state-of-the-
art methods to reach well-
calibrated certainty estimates 
for deep learning based 
classification task

• Evaluate their performances 
• with different models
• on two datasets
• of several metrics

Deep neural networks tend to be 
overconfident in their predictions.

Well-calibrated models are essential 
for trustworthy decision making.

Expressing uncertainty is crucial for 
high-stakes applications, like oral 
cancer screening or self-driving cars.
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Table: Sole method comparison of ResNet on MNIST
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