
Can You Trust Your Deep Neural Network?

Conclusion
Temperature scaling is the best method 
for achieving well-calibrated models. The 
basis of this conclusion is that the binning 
based metrics give more consistent 
results, the generated reliability diagrams 
and the simplicity of the implementation.

Methods
Temperature Scaling [1]: Rescales the 
input to the softmax layer. The scaling factor 
is calculated by minimising the Negative Log 
Likelihood. 
Ensemble Methods [2]: Combines multiple 
models to obtain a more well-calibrated 
model.
Stochastic Weight Averaging Gaussian 
(SWAG) [3]: An approximate Bayesian 
inference technique which extends SWA, 
where neural network weights are averaged. 

Reliability diagram for LeNet-5 using adaptive bins. Temperature scaling 
is the most well-calibrated model while SWAG is furthest away from the 
perfectly calibrated line.

Certainty Metrics
To evaluate how well-calibrated the networks 
are the following certainty metrics were 
implemented: Negative Log Likelihood, Brier 
Score, Expected Calibration Error [4], 
Adaptive Expected Calibration Error [5] and 
Adaptive Maximum Expected Calibration 
Error [5]. The last three metrics are based on 
grouping the data points in bins. 

Reliability diagram for VGG-16 using adaptive bins. Temperature scaling 
results in the most well-calibrated model as it is closest to the perfectly 
calibrated line. Ensemble methods produce overconfident models while 
SWAG produces underconfident models. 

Problem Formulation
Modern neural networks tend to be 
miscalibrated. In other words the networks 
are not aware of what they know and what 
they do not know. In this study three 
methods for producing more well-calibrated 
models are evaluated. The network 
structures LeNet-5, VGG-16 and ResNet-50 
were applied to the MNIST dataset and 
evaluated using five certainty metrics. 
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Result and Discussion

Temperature Scaling
+ Produces well-calibrated models.
+  Simple implementation.
+  Short training/test time. 

Ensemble Methods
+ Promising since it allows a wide range of 

ensemble member types.
+  Short training/test time. 
+  Produced models are not overconfident.

- Does not work well with deep convolutional 
neural networks.

SWAG
- Produces overconfident models.
- Long training/test time.
- Difficult to train models.  →  Needed to change 

hyperparameters.  
- Difficult to compare with other methods. 


