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Linear Regression

SI proedure: Collet data, hoose a model lass, �nd the best modelin the model lass, validation.� Linear regression models. Models that are linearly parametrized.� Computationally simple.� Simple to implement.� Low memory onsumption.� Common in signal proessing. Ex. Eho anellation.� Original work by Gauss 1809.� Starting point of system identi�ation.
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Linear Regression Cont'd

Model struture (M):ym(t) = 'T (t)�; t = 1; : : : ; N (1)where ym(t) is the model output, '(t) 2 R n�1 is a vetor of knownquantities and � 2 R n�1 is a vetor of unknown quantities.The model (1) an be ompatly written as

Y m = ��; Y m =
26664 ym(1)...ym(N)
37775;� =
26664'T (1)...'T (N)
37775 (2)

� Linear regression an be used also for ertain non-linear models.Leture 2 System Identi�ation 2005 EKL/TS Page 3/ 15

Linear Regression Cont'd

Problem: Find an estimate of � given measurementy(1);'(1); : : : ; y(N);'(N).PSfrag replaements

ym(t)y(t) '(t)'(t)
v(t)

S M

� Noiseless ase (v = 0, M = S). Exat solution exists.� What to do when noise v(t) is present and M 6= S?
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Least Squares (Optimization)

Introdue the equation error"(t) = y(t)� ym(t) = y(t)� 'T (t)�; t = 1; : : : ; Nor ompatly " = Y � Y m = Y ���Least squares method: Choose � suh that "2(t) is small for all t:^�LS = argmin� V (�); V (�) = 12 NXt=1 "2(t) = 12"T"
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Results: Assume that �T� is invertible, then^�LS = ��T���1�TY = � NXt=1 '(t)'T (t)��1 NXt=1 '(t)y(t)Weighted least squares estimate:^�WLS = argmin� V (�); V (�) = 12"TW") ^�WLS = ��TW���1�TWYwhere W is symmetri (W T =W ) and positive de�nite.Rem: W = I ) ^�WLS = ^�LS .
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Least Squares (Geometri Approah)

Model: Y m = �� =Pni=1�i�i, where � = h�1 � � � �ni.Measurements: Y .Y and �i are vetors in the vetor spae RN�1.Objetive: Find a linear ombination of the vetors �i, i = 1; : : : ; n(Y m), that approximates Y as well as possible.Solution: f�igni=1 span an n-dimensional subspae Dn. The bestapproximation of Y in Dn is the orthogonal projetion of Y on Dn.
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� De�ne the inner produt: < x;y >= xTy.� The approximation error Y � Y m is orthogonal to �i,i = 1; : : : ; n< �i;Y � Y m >= �Ti (Y � Y m) = 0; i = 1; : : : ;mConsequently, �T (Y � Y m) = 0� Estimated model: ^Y m = �^� implies that�T (Y ��^�) = 0 ) ^� = ��T���1�TY = ^�LSRem: Using the salar produt < x;y >= xTWy yields theweighted least squares estimate.
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Least Squares (Statistial Properties)

To explore the properties of the least squares estimate we need tospeify the system, i.e., we need to make some assumptions aboutthe generating data.Assumptions:� '(t) is deterministi and known. (Quite restritive assumption!)� System: y(t) = 'T (t)�0 + e(t), where e(t) is a sequene ofrandom variables, E e(t) = 0 and E e(t)e(s) = Rts. Compatlywritten as Y = ��0 + e; E e = 0; EeeT = RRem: If R = �2I then e(t) is white noise with variane �2.Leture 2 System Identi�ation 2005 EKL/TS Page 9/ 15

Least Squares (Statistial Properties) - Results

� The (weighted) least squares estimate is unbiased :� E ^�WLS = �0� Covariane matrix, ov ^� = E (^� � E ^�)(^� � E ^�)T :� ov ^�WLS = [�TW�℄�1�TWRW�[�TW�℄�1� ov ^�LS = [�T�℄�1�TR�[�T�℄�1� R = �2I )ov ^�LS = �2N [ 1N�T�℄�1 = �2N � 1N PNt=1'(t)'T (t)��1� If e(t) is Gaussian distributed e(t) � N(0;R), � deterministi,then ^�WLS � N(�0; ov ^�WLS). (Holds for �nite N)� ^�WLS is very often onsistent: ^�WLS ! �0, N !1.
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Def: The estimate ^�1 is statistially more e�ient than ^�2 ifov ^�1 � ov ^�2Question: Whih hoie of W will minimize ov ^�WLS ?Result: The hoie W = R�1 yields optimal auray:� ^�WLS = ��TR�1���1�TR�1Y� ov ^�WLS = [�TR�1�℄�1In this ase ^�WLS is known as the BLUE (best linear unbiasedestimator) or the Gauss-Markov estimate.
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BLUE� BLUE = Best Linear Unbiased Estimator.� White noise, R = �2I. BLUE yields the same estimate as theunweighted least squares method.� If e(t) is Gaussian, then BLUE yields the best possible estimate!If e(t) is non-Gaussian, then there might exist better non-linearestimates.� BLUE an be derived also for singular R.
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Computational Aspets

The least squares solution (� 2 RN�n)� ^�LS = ��T���1�TY = �PNt=1'(t)'T (t)��1PNt=1'(t)y(t)is unsuitable for numerial implementation.Alternatives: Avoid the inverse!� The normal equations: ��T��^�LS = �TY .� Solve an overdetermined linear system of equations: Y = �^�LS .(Reall that Y � Y m = Y ��� should be small.)� QR fatorizations� SVD fatorizations
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QR fatorization: Let � = QR, where Q 2 RN�N is orthogonal(QTQ = I) and R 2 RN�n is upper triangular. Then, instead ofsolving Y = ��we an equally well solveQTY = QT�� = R�whih is easy due to the struture of R.� Requires more omputations than solving the normal equations.� Less sensitive to rounding errors.Rem: MATLAB: ^� = �nY
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Conlusions� Regression models desribes a large lass of dynami systems(linear w.r.t the parameters).� The least squares method is fundamental in system identi�ation,and an be derived from various starting points.� We have assumed that � is a known and deterministi matrix.Problems when this matrix is a funtion of u(t) and y(t) (ex.ARX-model).
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