
Leture 8

Identi�ation of Closed Loop Systems � (Ch. 10)
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System Model

System: y(t) = Gs(q�1)u(t) +Hs(q�1)e(t)u(t) = �F (q�1)y(t) + L(q�1)v(t)� The input u(t) is determined through feedbak.� F (q�1) and L(q�1) are alled regulators.� The signal v(t) an be a referene signal, or noise entering theregulator.
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Why?

Why is losed loop identi�ation of interest?� Many systems have feedbak.� The open loop system is unstable.� Feedbak is required due to safety reasons.
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What Happens in a Closed-loop Experiment?

� The input u(t) depends on the output y(t) (dependene betweenu(t) and e(t)).� The aim with ontrol (feedbak) is to minimize the deviationbetween y(t) and the referene value v(t). Good ontrol implies asmall value of u(t).� System identi�ation requires good exitation, implying in somesense large variations in u(t). Hene, there is a on�it with theprevious aspet.� The frequeny ontents of the input is limited by the true system.
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An ExampleSystem: y(t) + ay(t� 1) = bu(t� 1) + e(t); Ee2(t) = �2u(t) = �fy(t)Model struture: y(t) + ^ay(t� 1) = ^bu(t� 1) + "(t)Estimate (PEM or LS): ^a = a+ f^b = b� where  is any salar. There is no unique solution. Consequently theparameters are not onsistently estimated.Leture 8 System Identi�ation 2005 EKL/TS Page 5/ 20

The Closed-loop Behavior

Open-loop system:y(t) = Gs(q�1)u(t) +Hs(q�1)e(t)u(t) = �F (q�1)y(t) + L(q�1)v(t)Closed-loop system (omitting q�1):y(t) = (I +GsF )�1�GsLv(t) +Hse(t)�u(t) = hI � F �1 +GsF ��1GsiLv(t)� F �I +GsF ��1Hse(t)
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Some Assumptions

1. The open loop system is stritly proper. y(t) depends only onpast input values u(s), s < t.2. The losed loop system is asymptotially stable.3. The external signal v(t) is stationary and persistently exiting ofsu�ient order.4. The external signal v(t) and the disturbane e(s) areindependent for all t and s.
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Use of Predition Error Methods� In most ases it is not neessary to assume that the externalinput v(t) is measurable.� Gives statistially e�ient estimates under mild onditions.� Computationally demanding.Notation: ^G means G(q�1; ^�).
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Di�erent Approahes

� Diret identi�ation. The existene of possible feedbak isnegleted. The system is treated as an open loop system.� Indiret identi�ation. It is assumed that v(t) is measurable andthe feedbak law is known. First the losed loop is identi�ed.Then the open loop is determined from the known regulators andthe identi�ed losed loop.� Joint identi�ation. The data u(t) and y(t) are treated as theoutputs of a multivariable system driven by white noise. Themultivariable system is identi�ed.
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Diret Identi�ationModel used for predition:y(t) = ^Gu(t) + ^He(t)Ee2(t) = ^�2Data Used: fy(t); u(t)gNt=1Goal: Estimate (SISO-ase)^� = argmin� VN (�)

VN (�) = 1N NXt=1 "2(t;�); "(t;�) = ^H�1[y(t)� ^Gu(t)℄Question: Identi�ability? Desired solution:^G � Gs ^H � HsLeture 8 System Identi�ation 2005 EKL/TS Page 10/ 20

Consisteny?Analyze the asymptoti ost funtion:V (�) = limN!1VN (�) = E"2(t)� Will ^G � Gs and ^H � Hs be a global minimum to V (�) (systemidenti�able)?� Is the solution ^G � Gs and ^H � Hs unique (onsisteny) ?
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An Example

System: y(t) + ay(t� 1) = bu(t� 1) + e(t)Ee2(t) = �2Model struture: y(t) + ^ay(t� 1) = ^bu(t� 1) + "(t)Input:
u(t) = 8<: �f1y(t) for a fration 1 of the total time�f2y(t) for a fration 2 of the total time
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Then (for i = 1; 2),yi(t) + (a+ bfi)yi(t� 1) = e(t)"i(t) = yi(t) + (^a+^bfi)yi(t� 1)whih gives: V (^a;^b) = 1E"21(t) + 2E"22(t)= �2 + 1�2 (^a+^bf1 � a� bf1)21� (a+ bf1)2+ 2�2 (^a+^bf2 � a� bf2)21� (a+ bf2)2Consequently, V (^a;^b) � �2 = V (a; b)
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We get:� ^a = a; ^b = b is a global minimum.� Unique minimum ?� Solve V (^a;^b) = �2.0� 1 f11 f2
1A 0� ^a^b
1A = 0� a + bf1a + bf2
1A

� Unique solution if and only if f1 6= f2. (Compare with ourprevious example)
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The General Case� The desired solutions ^H = Hs and ^G = Gs will be a globalminimum of V (�).� Unique global minimum is neessary for parameter identi�ability(onsisteny). Consisteny is assured by:� Using an external input v(t).� Using a regulator F (q�1) that shifts between di�erent settingsduring the experiment.

Leture 8 System Identi�ation 2005 EKL/TS Page 15/ 20

Indiret Identi�ation� Two step approah:Step 1 Identify the losed loop system using v(t) as input andy(t) as the output.Step 2 Determine the open loop system parameters from thelosed loop model obtained in step 1, using the knowledge ofthe feedbak (F (q�1) and L(q�1)).� Closed loop system: y(t) = �Gv(t) + �He(t)
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� Estimate �G and �H from y(t) and v(t) using a Predition ErrorMethod.� From the estimated ^�G and ^�H form the estimates ^H and ^G.� Identi�ability onditions: Same as that for diret method.� Same identi�ability properties do not mean that diret andindiret methods give same results.� Drawbaks of indiret method: Need to know v(t) and theregulators.
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Joint Input-Output Identi�ation

� Regard y(t) and u(t) as outputs from a multivariable systemdriven by white noise24y(t)u(t)
35 = 24H11(q�1;�) H12(q�1;�)H21(q�1;�) H22(q�1;�)
3524e(t)v(t)
35

� Innovations model: z(t) , [y(t)u(t)℄Tz(t) = H(q�1;�)�e(t)E�e(t)�eT (s) = ��e(�)Æt;s� Use PEM to identify H and ��e.
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Properties:� Same identi�ability onditions as for the diret method.� The system and the regulator an be identi�ed.� The spetral harateristis of v(t) an also be identi�ed.� The drawbak is an inreased omputational omplexity.

Leture 8 System Identi�ation 2005 EKL/TS Page 19/ 20

Conlusions� Feedbak makes the identi�ation proedure more di�ult.� Three parametri approahes (based on PEM) to identifysystems operating in a losed loop:1. Diret approah.2. Indiret approah.3. Joint input-output approah.� Identi�ability under weak onditions.� From a omputational point of view, the diret approah is thesimplest.
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