
Leture 9

Summary and Pratial Aspets � (Ch. 12)
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The System Identi�ation Proedure

1. Collet data (experiment design, X ). If possible hoose the inputsignal suh that the data beome maximally informative. Reduethe in�uene of noise.2. Choose the model struture (M). Use priori knowledge andengineering intuition. Most important and most di�ult step.(Do not estimate what you already know)3. Identi�ation method (I). Determine the best model in themodel struture (�nd optimal � using e.g., the least squaresmethod).4. Model validation. Is the model good enough? Good is subjetive,and depends on the purpose with the model.Leture 9 System Identi�ation 2005 EKL/TS Page 2/ 32
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Experiment Design

� Choie of input signal.� Choie of sampling period.� What signals to measure, and what type of sensors to use.� How muh data is needed.� Experimental onditions.� Feedbak in the data?� Test for linearity.� Test for time-invariane.

Leture 9 System Identi�ation 2005 EKL/TS Page 4/ 32



Choie of Input Signal� Signal amplitude� Su�iently small to ensure that we remain in the linear regionof the system.� Su�iently large to ensure that we have good exitation.� Spetral range. The input should have most of its energy in theinteresting frequeny regions (depends on the appliation).� Persistently exiting of a su�ient order! ) Required to assureonsisteny of parametri models.� Physial limitations.
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Choie of Sampling PeriodData: fu(kh); y(kh)gNk=1 where h is the sampling interval.� Undersampling. Cannot pik up the essential dynami ) Poorauray. Also, aliasing !� Do not forget the anti-aliasing �lter!� Oversampling. Conseutive samples ontain almost the sameinformation ) Poor exitation ) Numerial and identi�abilityproblems.
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Determination of Model Struture� Linear versus nonlinear, stati versus dynami, : : :� Algorithm omplexity.� Computational time and power.� Depends on the appliation. Simple or more sophistiated model.
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Stati ModelsTypial examples:� Trends and non-zero means� Cyli omponents and harmonisModel: y(t) = 'T (t)�where '(t) is deterministi (does not depend on old values of y(t)).Ex: y(t) = 'T (t)�, 'T (t) = [1 t t2℄.
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Dynami ModelsGeneral models: y(t) = G(q�1)u(t) +H(q�1)e(t)y(t) = 'T (t)� + v(t)where '(t) depends on old values of y(t).� Typial models: ARX, ARMAX, OE.� The models have a ertain dynami range and are valid around apartiular �working point�.
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In PratieData ontain both stati and dynami omponents:y(t) = ys(t) + yd(t)where ys(t) is a stati omponent and yd(t) is a dynami omponent.� Remove the stati omponent before estimating the dynamimodel. For example: detrend the data.� Estimate the stati omponent.� Handling non-zero means.
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Identi�ation Methods� Nonparametri Methods� Transient response, frequeny response, spetral analysis.� Gives basi information about the system, and is useful forvalidation� Parametri Methods: Stati and dynami ases� Least squares methods, instrumental variable methods,predition error methods� Good auray. Easy to use for, e.g., ontrol� On-line or o�-line methods.
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Least Squares MethodsSystem: y(t) = 'T (t)� + v(t); t = 1; : : : ; NY = �� + vwhere v(t) is a disturbane and Ev = 0, EvvT = R.Estimate:^� = (�T�)�1�TY = h NXt=1 '(t)'T (t)i�1h NXt=1 '(t)y(t)i
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Stati ase: Here '(t) is deterministi.� Generally onsistent estimates� For �nite value of N we have:E^� = �0ov ^� = (�T�)�1�TR�(�T�)�1� Can be extended to inlude the weighted least squares and theBLUE.Dynami ase: '(t) depends on old values of y(t).� Consistent estimates if v(t) = e(t) is white noise! (Ee2(t) = �2)� Asymptotially (N !1) it holds (v(t) = e(t))ov ^� = �2�E'(t)'T (t)��1
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Instrumental variable methodsSystem: y(t) = 'T (t)� + v(t); t = 1; : : : ; Nwhere v(t) is a disturbane with Ev(t) = 0.Estimate: Modify the least squares solution. We get:^� = h NXt=1 z(t)'T (t)i�1h NXt=1 z(t)y(t)iwhere z(t) is the vetor of instruments.
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Results:� Consistent estimate if:Ez(t)'T (t) has full rankEz(t)v(t) = 0� The basi IV an be extended to inlude �ltering and weighting.� In general bad auray. Can be improved by, for instane,appropriate �ltering.
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Predition error methodsIdea: Model the noise as well. General methodology appliable to abroad range of models.The following hoies have to be made:� Choie of model struture. Ex: ARMAX, OE.� Choie of preditor ^y(tjt� 1;�).� Choie of riterion funtion. Ex: V (�) = 1N P "2(t;�).Estimate: ^� = argmin� V (�)
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Results:� In general we need to perform a numerial minimization.� Consistent estimates (if the model overs the true system).� In general statistially e�ient estimates (Gaussian noise).� Useful also for approximations.
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On-line methods (Reursive Identi�ation)� In many ases an on-line estimate is required. Ex: adaptivesignal proessing, adaptive ontrol.� Traking time-varying parameters.� Fault detetion.Most o�-line methods an be onverted into on-line methods (exator approximate).
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Alternative Methods� Subspae methods� Nonlinear methods� : : :
Leture 9 System Identi�ation 2005 EKL/TS Page 19/ 32

Model ValidationA model is of no use unless it is validated!� Chek the residuals.� Pole-zero anellation.� Cross validation.� Parsimony priniple.
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Implementation Aspets

Most of the theory overed in the ourse is �implemented� in theSystem Identi�ation Toolbox.One an learn a lot by studying the toolbox. For example, type helpident or iddemo.
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iddemo1) The Graphial User Interfae (ident): A guided Tour.2) Build simple models from real laboratory proess data.3) Compare di�erent identi�ation methods.4) Data and model objets in the Toolbox.5) Dealing with multivariable systems.6) Building strutured and user-de�ned models.7) Model struture determination ase study.8) How to deal with multiple experiments.9) Spetrum estimation (Marple's test ase).10) Adaptive/Reursive algorithms.11) Use of SIMULINK and ontinuous time models.12) Case studies.
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Figure 1: Graphial interfae: identLeture 9 System Identi�ation 2005 EKL/TS Page 23/ 32

Case Study: Energizing a TransformerIn this ase study we shall onsider the urrent signal from theR-phase when a 400 kV three-phase transformer is energized. Themeasurements were performed by Sydkraft AB in Sweden.
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Figure 2: DataLeture 9 System Identi�ation 2005 EKL/TS Page 24/ 32



Let us hek the spetrum of the signal:
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We see that a very large lag window will be required to see all the�ne resonanes of the signal. Standard spetral analysis does notwork well.Leture 9 System Identi�ation 2005 EKL/TS Page 25/ 32

Let us instead ompute spetra by parametri AR-methods. Modelsof 2nd 4th and 8th order are onsidered:
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We see that the parametri spetra are not apable of piking up theharmonis. The reason is that the AR-models attah too muhattention to the higher frequenies, whih are di�ult to model.Leture 9 System Identi�ation 2005 EKL/TS Page 26/ 32

Let us hek all orders up to 30:
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Figure 3: Model �t.We see a dramati drop for n = 20, so let's pik that orderLeture 9 System Identi�ation 2005 EKL/TS Page 27/ 32

ARX of order 20:
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All the harmonis are now piked up, but why has the level dropped?The reason is that ARX20 ontains very thin but high peaks. Withthe rude gitter of frequeny points in the plot we simply don't seethe true levels of the peaks. We an illustrate this as follows:Leture 9 System Identi�ation 2005 EKL/TS Page 28/ 32
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If we are primarily interested in the lower harmonis, and want to uselower order models we will have to apply pre�ltering of the data. Weselet a �fth order Butterworth �lter with ut-o� frequeny at 200Hz. (This should over the 50, 100 and 150 Hz modes).Leture 9 System Identi�ation 2005 EKL/TS Page 29/ 32

Model the lower harmonis:
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Conlusion:
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For a omplete model of the signal, ARX20 thus is the naturalhoie, both in terms of �nding the harmonis and in preditionapabilities. For models in ertain frequeny ranges we an howeverdo very well with lower order models, but we then have to pre�lterthe data aordingly.Leture 9 System Identi�ation 2005 EKL/TS Page 31/ 32

Conlusions� System identi�ation is a powerful tehnique to model dynamisystems.� Appliations in virtually all disiplines of siene.� Implemented in e.g., MATLAB.� Where to learn more: Nie advaned text-book by Ljung,journals (Automatia) and onferenes (IFAC SYSID).
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