
Le
ture 5

Instrumental Variable Methods (IVM) (Ch. 8)Main Idea: Modify the LS method to be 
onsistentalso for 
orrelated disturban
es.
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Least Squares Method

Consider the ARX model,A(q�1)y(t) = B(q�1)u(t) + "(t)or, equivalently, y(t) = 'T (t)� + "(t)where "(t) is the equation error (y(t)� ym(t)), and'(t) = [�y(t� 1) : : : � y(t� na)u(t� 1) : : : u(t� nb)℄T� = [a1 : : : ana b1 : : : bnb ℄T
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The least squares estimate^� = " 1N NXt=1 '(t)'T (t)#�1 " 1N NXt=1 '(t)y(t)#has the estimation error (when N !1)^� � �0 = E �'(t)'T (t)��1E ['(t)"(t)℄Consequently, for ^� � �0 = 0 to hold, we must haveE ['(t)"(t)℄ = 0;whi
h is satis�ed if, and essentially only if, "(t) is white noise. Hen
e,the least squares estimate is not 
onsistent for 
orrelated noisesour
es!
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Cure:� PEM (last le
ture). Model the noise.� Appli
able to general model stru
tures.� Generally very good properties of the estimates.� Computationally quite demanding.� Instrumental variable methods (IVM). Do not model the noise.� Retain the simple LS stru
ture.� Simple and 
omputationally e�
ient approa
h.� Consistent for 
orrelated noise.� Less robust and statisti
ally less e�e
tive than PEM.
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The IV methodIntrodu
e a ve
tor z(t) 2 R n� with entries un
orrelated with "(t).Then (for large values of N)

0 = 1N NXt=1 z(t)"(t) = 1N NXt=1 z(t) �y(t)�'T (t)��whi
h yields (if the inverse exists)

^� = " 1N NXt=1 z(t)'T (t)#�1 " 1N NXt=1 z(t)y(t)#The elements of z(t) are usually 
alled the instruments. Note thatif z(t) = '(t), the IV estimate redu
es to the LS estimate.
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Choi
e of InstrumentsObviously, the 
hoi
e of instruments is very important. They have tobe 
hosen(i) su
h that z(t) is un
orrelated with "(t) (Ez(t)"(t) = 0), and(ii) su
h that the matrix1N NXt=1 z(t)'T (t) ! Ez(t)'T (t)

has full rank. In other words it is essential that z(t) and '(t) are
orrelated.
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In pra
ti
e these demands are ful�lled by 
hoosing the instruments to
onsist of delayed and/or �ltered inputs. The instruments are
ommonly 
hosen su
h thatz(t) = h ��(t� 1) : : : ��(t� na) u(t� 1) : : : u(t� nb) iT

where the signal �(t) is obtained by �ltering the input asC(q�1)�(t) = D(q�1)u(t):In the spe
ial 
ase when C(q�1) = 1 and D(q�1) = �q�nb ,z(t) = h u(t� 1) : : : u(t� na � nb) iT

Rem: Noti
e that u(t) and the noise "(t) are assumed to beindependent.
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Extended IV methodsRe
all that the basi
 IV estimate is derived from

min� 




 NXt=1 z(t)"(t)





2More �exibility is obtained if the instrument ve
tor z(t) is augmentedto dimension nz (nz � n�), and if we allow for a weighting and apre�ltering of the residuals by some stable �lter F (q�1), i.e.,

min� 




 NXt=1 z(t)F (q�1)"(t)




2Qwhere jjxjj2Q = xTQx and Q is a positive de�nite weighting matrix.
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Inserting "(t) = y(t)� 'T (t)�yields the so-
alled extended IV method^� = argmin� 




" NXt=1 z(t)F (q�1)'T (t)#� � " NXt=1 z(t)F (q�1)y(t)#




2QWhen F (q�1) � 1 and Q = I, the basi
 IV method is obtained.Introdu
e RN = 1N NXt=1 z(t)F (q�1)'T (t)

rN = 1N NXt=1 z(t)F (q�1)y(t)
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Then ^� = argmin� kRN� � rNk2Q= argmin� (RN� � rN )T Q (RN� � rN )= �RTNQRN ��1RTNQrNNote that due to numeri
al instability the algorithm should not beimplemented in this manner.Rem: Noti
e that RN is in general not a square matrix.
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Theoreti
al AnalysisAssumptions(i) The system is stri
tly 
ausal and asymptoti
ally stable.(ii) The input is persistently ex
iting of a su�
iently high order.(iii) The disturban
e is a stationary sto
hasti
 pro
ess with rationalspe
tral density,"(t) = H(q�1)e(t); Ee2(t) = �2(iv) The input and the disturban
e are independent.(v) The model and the true system have the same transfer fun
tion ifand only if � = �0 (uniqueness).(vi) The instruments and the disturban
es are un
orrelated.Le
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Consider the system y(t) = 'T (t)�0 + "(t)ThenrN = 1N NXt=1 z(t)F (q�1)y(t)

= 1N NXt=1 z(t)F (q�1)'T (t)| {z }RN �0 + 1N NXt=1 z(t)F (q�1)"(t)| {z }qN= RN�0 + qN
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Thus^� � �0 = �RTNQRN ��1RTNQqN ! �RTQR��1RTQqwhere R , limN!1RN = E �z(t)F (q�1)'T (t)�q , limN!1qN = E �z(t)F (q�1)"(t)�Therefore, the IV estimate will be 
onsistent (limN!1 ^� = �0) if(i) R has full rank (ina

urate estimates will be obtained if R isnearly rank de�
ient).(ii) E �z(t)F (q�1)"(t)� = 0.
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Furthermore, the parameter estimation errors are asymptoti
allyGaussian distributed with zero mean and varian
e PIVpN(^�N � �0)! N(0;PIV )where PIV = �2 �RTQR��1RTQSQR �RTQR��1where S = E �F (q�1)H(q�1)z(t)� �F (q�1)H(q�1)z(t)�TRem: For multivariable systems S must be modi�ed.
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Optimal IVM

The main usefulness in being able to express PIV lies in the
omparison to PPEM (re
all that PEM is e�
ient for Gaussiandisturban
es). An �appropriate� 
hoi
e of parameters leads to theoptimal IVM. For example, (single output)z(t) = H�1(q�1)~'(t)F (q�1) = H�1(q�1)Q = Iwhere ~'(t) is the noise-free part of '(t). Then,PoptIV = �2 �E �H(q�1)~'(t)H(q�1)~'T (t)�	�1and PIV � PoptIV � PPEM .Le
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Approximative implementation of the optimal IVM

Note that the optimal instruments 
an not be implemented as itrequires knowledge of the undisturbed output, the noise varian
e(�2), and the shaping �lter H(q�1). Fortunately, it is possible to �ndan approximate (iterative) implementations.One way is the following four-step IV estimator:(i) Use the least-squares estimate ofy(t) = 'T (t)� ) ^�(1)N
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(ii) Use the IV estimator with the instrumentsz(1)(t) = h�x(1)(t� 1) : : : �x(1)(t� na) u(t� 1) : : : u(t� nb)iwhere x(1)t = ^B(1)N (q�1)^A(1)N (q�1)ut ) ^�(2)N .(iii) Estimate H(q�1). Postulate an AR model, and use theleast-squares methodL(q�1) ^w(2)N (t) = e(t); ) ^LN (q�1)where ^w(2)n (t) = ^A(2)N (q�1)y(t)� ^B(2)N (q�1)u(t)(iv) Use the IV estimator with F (q�1) = ^L(q�1), andz(2)(t) = ^LN (q�1)[�x(2)(t� 1) : : : � x(2)(t� na)u(t� 1) : : : u(t� nb)℄
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Summary IVM� The implementation of the PEM is 
omputationally 
omplex formany model stru
tures.� The 
omputationally 
onvenient LS method is normally biasedfor su
h model stru
tures (i.e. for 
orrelated disturban
es).� The IV method uses instruments that are un
orrelated withthe disturban
es to make the �LS-like� solution 
onsistent.� The parameters obtained by the IV method are thus 
onsistent(if the instruments are 
hosen with 
are) but has a (slightly)higher varian
e than the PEM estimates.� Approximately optimal IV methods 
an be implemented in aniterative manner to a
hieve the lowest possible varian
e of the IVestimates.Le
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