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Shared Cache Matters
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We can accurately predict scaling!
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m Each instance takes equal portion of the cache.

m Naively expect: throughput to

We run up to four instances of the same application on a quad core

Nehalem with 8MB of shared cache

m Measured data: show that shared caches and bandwidth have a great
impact on performance (not surprising).

m With Cache Pirating we can accurately predict the performance
impact due to cache sharing on real hardware with 5.5% overhead.
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Overview Cache Pirating
Cache Pirating is a low overhead method The Pirate miss
for measuring application performance and ( | ratio is moni-
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Application Insights from Cache Pirate Data
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