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Abstract

The advances in semiconductor technology have set
the shared memory server trend towards processors with
multiple cores per die and multiple threads per core.
This paper presents simple hardware primitives en-
abling flexible and low complexity multi-chip designs
supporting an efficient inter-node coherence protocol
run in software. The design is based on two node per-
mission bits per cache line and a new way to decouple
the intra-chip coherence protocol from the inter-node
coherence protocol. The protocol implementation en-
ables the system to cache remote data in the local mem-
ory system with no additional hardware support.

Our evaluation is based on detailed full system sim-
ulation of both commercial and HPC workloads. We
compare a low-complexity system based on the proposed
primitives with aggressive hardware multi-chip shared-
memory systems and show that the performance is com-
petitive, and often better, across a large design space.

1 Introduction

The continued decrease in transistor size and the
increasing delay of wires have lead to the develop-
ment of chip-multiprocessors (CMPs) [1, 10, 17, 24],
which implement multiple processor cores on a chip.
CMPs come both in small and large system config-
urations. The Sun UltraSPARC T1 processor (code
name Niagara) [8, 18] uses a single CMP while Pi-
ranha [1], IBM Power4 [24] and IBM Power5 [10] com-
bine multiple CMPs to form larger systems (multi-
CMPs). It is also common to use multiple hardware
threads (SMT) per core in order to increase on-chip
parallelism for both high-performance computing and
commercial computer systems [8, 9, 10, 26].

With today’s single chip systems implementing 32
hardware threads [8, 18] a traditional mid-range server

actually fits on a single die. One very important ques-
tion, with these trends in mind, is: Is it worth paying
the extra development cost to enable even larger sys-
tems?

This paper argues that architects should focus on
commercial single-chip performance and let small and
simple hardware primitives, together with a software
layer, provide support for shared-memory multi-chip
scalability. Our system design is inspired by SMTp [3]
and TMA Lite [30] and uses hardware inter-node co-
herence checks, but run the inter-node coherence pro-
tocol in software on the hardware thread that caused
the coherence miss.

We use two per cache line node permission bits for
our coherence checks and an innovative way to decouple
the intra-chip coherence protocol and its on-die mem-
ory controller from the inter-node coherence protocol.
The later scheme also let us use ordinary DRAM mem-
ory as a remote access cache. This DRAM remote ac-
cess cache (DRAC) makes it possible to cache large
amounts of remote data (gigabytes) locally and is ap-
plicable on a large spectrum of coherence designs, in-
cluding traditional hardware coherent NUMA systems.

This paper contributes with the following:

• We propose new hardware primitives for inter-
node coherence that greatly simplify large-scale
shared memory implementations. Our hardware
primitives require much less chip area than tradi-
tional hardware mechanisms.

• We introduce a new way to handle the interaction
between the intra-node- and the inter-node co-
herence protocol in modern chip-multiprocessors.
The logic is simple and greatly reduces the com-
plexity of inter-node write backs. It also enables
in DRAM remote access caching.

• This is the first paper that in great detail simu-
lates a system with hardware coherence detection



0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

80ns 90ns 100ns 4 2 1

DRAM latency # cores

N
o
rm

a
liz

e
d
 E

x
e
c
u
ti
o
n
 T

im
e

Figure 1. Normalized execution time for
SPECjbb2000 while varying the DRAM ac-
cess latency (left) and number of processor
cores (right) for a Niagara like processor.

and a software protocol running commercial ap-
plications. We show that our system matches and
often outperforms three aggressive hardware co-
herent distributed shared-memory machines.

The rest of this paper is outlined as follows: we start
out with a short motivation in Section 2. Section 3
presents hardware modifications and the DRAC. Sec-
tion 4 and 5 describe our methodology and our results
respectively. We then present related work and con-
clude.

2 Motivation

While the big and lucrative market for small and
mid-range servers is targeted by today’s single chip sys-
tems [8, 18] it still adds value to support larger system
configurations. However, extending a single-chip CMP
system to support multi-CMP configurations comes at
a high cost, both in terms of design and verification.
The coherence mechanism, for example, has to be ex-
tended to support the additional inter-CMP coherence
protocol. The current trend is that the memory con-
troller and these coherence engines are moved on-die in
order to reduce both the local- and the remote memory
latency [1, 10, 24].

Figure 1 shows normalized execution time for
SPECjbb2000 running on a single Niagara-like chip [8,
18] with four hardware threads per processor core (de-
tails in Section 4). The left part of the figure shows
normalized execution time when the DRAM access la-
tency is increased from 80ns to 100ns for four processor

cores. The right part of the figure shows normalized
execution time when the number of processor cores on
the chip is varied from four to one. The results indi-
cate that modern chip designs often can overlap small
increases in DRAM latency but that removing cores
from the chip drastically reduces chip performance.

We are convinced that support for inter-chip coher-
ence, such as state machines and directory caches, will
require chip area, and hence, degrade commercial single
chip performance. One way to get around the problem
is to design two separate chips: one for single-chip and
one for multi-chip systems. However, this is a costly
solution and we do not believe all companies can afford
this approach.

The techniques presented in this paper makes it pos-
sible to design a single chip that support scalable con-
figurations without the sacrifice of chip area, and hence,
single-chip performance. Throughout this paper, we
compare our system with three traditional hardware
coherent machines with both on die coherence engine
and directory cache. We do not reduce their perfor-
mance based on the additional area used for inter-node
coherence.

3 Architecture and Mechanisms

This section discusses the simple hardware primi-
tives that have to be added to a processor to enable an
efficient inter-node coherence protocol run in software.
While the mechanisms proposed can be incorporated
in any kind of processor, our baseline processor closely
follows the Niagara design [8, 18]. It has a six-stage
pipeline, separate level-one data and level-one instruc-
tion caches where the data cache is write-through to a
shared second-level cache. A more detailed description
and system parameters can be found in Section 4.

Our system, named CRASH (Complexity-Reduced
Architecture for SHared memory), uses hardware sup-
port for detecting permission violations but runs the
coherence protocol in software on the hardware thread
that caused the miss. The directory is maintained by
the software protocol and is stored in normal cacheable
memory. Hence, the directory layout can easily be
changed and optimized for each particular system con-
figuration. On the other hand, it does occupy space in
the memory hierarchy and might lead to slightly more
cache misses.

Figure 2 shows a complete node diagram of the pro-
posed architecture. All parts other than the physical
DRAM and the network router are on the die. The
shaded areas correspond to CRASH modifications and
will be explained in detail in this section.
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Figure 2. Node architecture of CRASH. The shaded areas represent the logic and storage added for
CRASH support.

3.1 Global Address Support

When adding more nodes to a system one typically
wants to add extra memory as well. In order to support
the extra memory and to be able to cache remote mem-
ory in the local memory system all cache tags, TLBs
and the corresponding data paths have to be extended
to support extra physical address bits. These bits are
not needed for single-chip configurations but for our
and traditional multi-chip designs.

3.2 Node Permission Checks

In CRASH, the inter-node coherence checks are done
in hardware but the inter-node coherence protocol is
run in software on the hardware thread that detected
the coherence violation. We use two bits of meta data
per cache line to indicate a cache line’s inter-node co-
herence state. The node read (NR) bit indicates if a
node has read permission and the node write (NW) bit
indicates if a node has write permission. This section
discusses how the coherence checks are implemented,
how the two node permission bits are maintained in all
levels of the memory hierarchy, how they are updated,
and how forward progress is guaranteed.

3.2.1 The Load Check

In order to guarantee that inter-node coherence vio-
lations are detected, our design checks the node read
bit together with the normal state and tag check at

level-one cache lookups. If the node read bit indi-
cates read permission, the normal load behavior is per-
formed, data is forwarded to the destination register
and the load can commit. On the other hand, if the
node read bit indicates that the node does not have
read permission, the coherence protocol has to be in-
voked. Also here the normal load cache hit behavior
is used but with one small exception: we assert a ded-
icated signal indicating an inter-node read miss. This
signal is checked with a comparator at the load path
of the processor core and marks the load as faulting.
Hence, the load traps and the software protocol is in-
voked1.

We have now covered the load check when a load hits
in the level-one cache. At a level-one cache miss, on the
other hand, the following procedure is followed. When
data arrive from the crossbar interface it is installed in
the level-one cache and is forwarded to the destination
register through the load data path. However, also the
node read bit is installed in the level-one cache and is
forwarded on the load path (the dedicated signal). The
load can commit if the bit indicates read permission.
However, if the bit indicates a read coherence violation
the signal is asserted and the load is marked as faulting.
Hence, the coherence protocol is invoked.

1We rely on the SPARC V9 [28] trap- and interrupt mecha-
nism to streamline the design and minimize additional hardware.



3.2.2 The Store Check

The inter-node store check is done through interaction
between the store buffer and the level-two cache. When
store data reaches the head of the store buffer, data
together with the address and a mask, indicating which
bytes to write, is sent over the crossbar interface to the
level-two cache. The cache checks the node write bit
together with the tag and the normal state. If the
store is a cache hit and the node read bit indicates
permission, the normal store behavior is used. Data
is merged into the cache line and the store buffer is
signaled that the store did succeed, and hence, can be
removed from its store-buffer entry.

If the store is a cache hit but the node write bit
indicates that the node does not have write permission,
the update of the cache line is stopped and the store
buffer is signaled that a node write coherence violation
has occurred. Hence, the data has to stay in the store
buffer until the coherence miss has been solved and the
store can be retried. The inter-node coherence miss
signal is forwarded to the hardware thread responsible
for the store buffer and this particular store together
with the address. Hence, a non-precise trap invokes
the coherence protocol.

If the store is a second-level cache miss, on the other
hand, the following procedure is followed. When data
returns from the DRAM it is installed in the cache.
The tag array, the status and the two node permission
bits are updated. The store is then retried and the
cache-hit scenario described above is used.

3.2.3 Permission Bit Maintenance

The two inter-node permission bits must be maintained
in both cache and in DRAM memory. Moreover, it
must be possible for the software coherence protocol to
check and update them.

We have simply added the meta data bits to our
cache simulator and use the same ECC trick that
Nowatzyk et al. [16] and Gharachorloo et al. [5] use for
the directory implementation in S3.mp and Piranha,
when stored in memory. Note that the node permis-
sion bits have to be written back to memory when a
dirty cache line is evicted from the second-level cache.

The coherence protocol must be able to read data
without node read permission and write data without
node write permission in order to do its task. We use
dedicated ASIs2 for reading and writing without per-
mission. For example, the read without node permis-
sion ASI let data pass through the load data path to
the destination register with the permission violation

2Address Space Identifiers [28].

signal masked. In a similar way, for stores, a dedicated
bit is forwarded with the store operation to the second-
level cache where it is used to mask out the node write
permission check. The two bits are read- and writable
by the protocol.

It is also possible for the coherence protocol to read
and write the two bits.

3.2.4 Store Buffer Modification

It is crucial that the coherence protocol is able to write
valid data and permission bits to the local memory
system even if the store buffer is blocked by an inter-
node coherence miss.

We have extended the store buffer design in CRASH
to incorporate a special coherence protocol entry. This
entry is written by a dedicated ASI and can only be
occupied by protocol stores. When occupied, it acts as
if it is the head of the store buffer, and hence, takes
precedence over the rest of the entries. This implies
that there is no need to maintain order on this partic-
ular entry and since it can only hold protocol stores
there is no need to CAM against it.

3.2.5 Guaranteeing Forward Progress

When adding a new level of coherence, in this case the
inter-node coherence, one has to be careful to not loose
the forward progress property of the system. Forward
progress for loads is guaranteed since we do not only
update the cache line with valid data but also writes
the destination register of the missing load. We then
execute a done instruction instead of a retry [28] when
leaving the protocol. Hence, the load just occurred and
its place in the global memory order is defined.

We use the store buffer mechanisms with the extra
entry to guarantee store forward progress. We merge
the data from the store operation that triggered the
coherence protocol to start executing with the last up-
date from the protocol code. Hence, the original store
operation will take place together with the coherence
protocol initiated write of permission. Also this mech-
anism is controlled with a dedicated ASI.

3.3 DRAM RAC

The memory controller is responsible for queues
to DRAM, opening and closing of pages, RAS and
CAS calculation and much more. However, we will in
this paper only cover the logical CRASH modifications
shown in Figure 3.

This section discusses the CRASH memory con-
troller modifications that make it possible to cache re-
mote data in the local memory system. The DRAC
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Figure 3. Logical view of the memory con-
troller logic added for DRAC support. The
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(mask reg, cmp reg, addr reg and size reg)
and the simple logic that is needed. To the
right is a high-level description of the read
and the write-back logic.

can logically be seen as a direct-mapped and tag-less
(in terms of hardware) cache maintained by the co-
herence protocol. The main task of the DRAC is to
decouple the two levels of coherence.

In short the logic consists of two parts: 1) logic that
classifies an address as remote or local and 2) simple
DRAC address logic. The upper left part of Figure 3
shows the former, which is based on a mask register
(mask reg) and a match register (cmp reg). The ad-
dress is simply masked with the mask register and the
output is compared with the content of the match reg-
ister.

Also the address calculation logic is simple. It is
shown in the lower left corner of Figure 3 and is based
on a start address register (addr reg) and a size reg-
ister (size reg). The physical address is masked with
the size of the DRAC minus one in order to get the
index. This index is then summed with the start ad-
dress register in order to get the new physical address
to use. Note that the size of the DRAC is controlled
with a register (size reg).

Data resident inside the DRAC can be reached in
two different ways: 1) a remote address that maps to
the corresponding index in the cache can be used, a
remote DRAC address, and 2) the local physical ad-
dress of the DRAC plus the index can be used, the
local DRAC address.

3.3.1 Read Logic

Figure 3 shows how a read and a write-back are han-
dled by the memory controller. The implementation
shown is not optimized for performance but for clar-
ity. Much of the logic can be run in parallel in a real
implementation.

The mask&match logic is used to determine if an
address is local or remote. If the address is local, the
normal read handling is used and the data are supplied
from DRAM. If the address is a remote address, on the
other hand, the memory controller stops the DRAM
access and returns a special cache line with no read
and no write permission. Hence, both the NR and the
NW bits indicate no permission and the data may be
set to any value (we use zero). Because of the lack of
permission, this cache line will trap the processor that
caused the read miss.

The memory controller always returns a no permis-
sion cache line on remote read accesses since we do not
want to add tag check hardware nor complexity to the
system. The software coherence protocol maintains the
cache and guarantees that multiple remote cache lines
that maps to the same DRAC index is never present in
the local cache system at the same time.

When the software coherence protocol is started by
a node read permission trap, it starts out by checking
the DRAC tags located in local memory. If this data
indicates a DRAC hit, the local DRAC address is used
to load the data from DRAM and the remote address
to place it in the local cache system. In the case of a
DRAC miss, the coherence protocol has to send a re-
quest to the home node in order to solve the coherence
miss. Moreover, before the new data can be placed in
the local cache system the remote cache line allocated
at the DRAC index that the missing address maps to
has to be written back to its home node. This is done
by sending a write-back request to that cache line’s
home node and provide the data when the protocol on
that node answeres to the request.

3.3.2 Write-Back Logic

A big challenge in coherent computer system design
is the write-back mechanism. When data is evicted
from the second-level cache a write-back request is sent
to the memory-controller that is responsible for writ-
ing the data to DRAM. If this data is local data the
memory controller simply uses the default handling and
writes the dirty data to DRAM. If the data is remote
data, the DRAC address logic is used to calculate the
corresponding physical DRAM address and the data
is written to the DRAC instead. Remember that our
coherence protocol guarantees that this is the only re-



mote cache line that maps to this particular DRAC
index.

This logic decouples the two layers of coherence by
letting all second-level cache write-backs go directly to
local memory without any inter-node coherence inter-
action.

3.4 Deadlock Considerations

The cyclic dependencies that can occur between
application instructions and protocol instructions in
SMTp [3] do not apply to CRASH. This is because
of the simple pipeline and the in-order memory system
of the base architecture. For example, if a load misses
in the data cache all instructions from this particu-
lar thread are flushed from the pipeline. This policy
is implemented to let other threads use the resources,
and hence, increase chip throughput. However, if
the CRASH extensions are implemented in a more
traditional out-of-order processor, deadlock avoidance
mechanisms similar to the ones presented in SMTp
have to be implemented.

3.5 I/O Controller Logic

The I/O controller has to be able to recognize cer-
tain messages from the network and be able to inter-
rupt the responsible processor. The standard interrupt
logic can be used but might be slow. In our evaluation,
we have made sure that these interrupts get high pri-
ority, and hence, start executing as soon as possible.

4 Evaluation Methodology

This paper presents simulation results for multipro-
cessors with up to sixteen nodes where each node is
an aggressive multithreaded chip-multiprocessor. This
section discusses the applications and the simulator in-
frastructure we use to evaluate CRASH.

4.1 Simulator Infrastructure

We use the Simics full-system simulator [15] ex-
tended with the Vasa memory system extensions [27].
We have implemented a new cycle accurate chip / pro-
cessor model and slightly extended the memory sys-
tem simulator in order to tag cache contents etc. We
simulate a SPARC-V9 system running an unmodified
Solaris 9 operating system.

Core and Chip Model: We model a chip-
multiprocessor where each core is a dynamically sched-
uled, multi-threaded throughput oriented processor de-
signed to resemble the Sun UltraSPARC T1 proces-

SMT Capabilities 1, 2, 4 or 8 way SMT
CMP Capabilities 1, 2, 4 or 8 way CMP
Frequency 1.4 GHz
Pipeline Stages 6
Fetch/Issue/Retire Width 8/1/1
Store Buffer 16 entries per thread
L1 Data Cache 16kB, 4-way, 2 cycle hit
L1 Instruction Cache 8kB, 4-way, 2 cycle hit
L2 Shared Unified Cache 1MB, 8-way, 10 cycle hit
L1/L2 Block Size 64 bytes

Table 1. Simulated chip parameters.

SDRAM access latency 80ns
SDRAM bandwidth Unlimited
Network Topology Fully connected
Hop latency 40ns
NIC latency 40ns
Interconnect Bandwidth Unlimited

Table 2. Simulated system parameters.

sor [8, 18]. The processor model is implemented in
the following way. One thread per core can fetch up
to 8 instructions from the instruction cache each cy-
cle. Round robin is used to select thread when more
than one need new instructions to their eight instruc-
tions wide fetch buffers. Round robin, dependencies,
branches and cache misses are used to select one thread
to send an instruction down the one instruction wide
pipeline. The processor does not implement branch
prediction. The rest of the pipeline is a decode stage
(register read), an execute stage (arithmetic operation
and address calculations). The last two stages are
for TLB, data cache access, trap and write-back logic.
Each core is single issue and has an integer ALU, a
FPU, a load/store unit and a branch unit.

The memory hierarchy simulator models the latency
and bandwidth of two levels of lockup-free caches per
chip. The first level instruction and data caches are
shared between the threads within a core. The sec-
ond level cache is shared among cores and is connected
to them with a crossbar. We model first-level write-
through caches, while the second-level cache implement
a write-back strategy. We use inclusion between the
caches. We send out a prefetch to the second level cache
when a store is placed in the store buffer. This idea is
taken from [19] and provides memory level parallelism
for stores. Table 1 shows simulated chip parameters.

System Configuration: In this paper each node
consists of a single chip with an on-die memory con-



troller. The memory controller is capable of handling
local cache misses. When simulating the hardware
coherent system, it also contains a hardware coher-
ence engine making it possible to handle remote cache
misses from the network interface. The protocol is a
highly optimized non-blocking directory protocol. The
on-chip coherence agent, responsible for node-to-node
coherence, uses a fully mapped bit vector to keep track
of sharers [12, 13]. The directory is located in mem-
ory but the coherence agent uses a directory cache to
cache directory information. The memory controller
used in the CRASH system, on the other hand, does
not maintain coherence between nodes.

We evaluate our system using multiple number of
nodes, number of cores per die and number of threads
per core. However, we always keep the total number of
simulated threads to 16 in order to avoid application
differences in the results.

We have in this paper assumed unlimited bandwidth
and a fully connected network. The reason for these
assumptions is that we do not want interference from
an unbalanced system or some “hard to find” bottle-
neck. It is important to note that the CRASH software
coherence protocol and the hardware coherence proto-
col uses the same protocol algorithms so the number
of packets sent and the bandwidth consumed by those
packets should be equal for a particular coherence miss.
Table 2 shows simulated system parameters.

Interactions with Solaris: To make the trap han-
dling as realistic as possible, we use reserved trap types
in the SPARC-V9 instruction set to implement our co-
herence traps. We have applied a binary patch that
modifies the corresponding trap vector entry in So-
laris 9 with our coherence protocol code. When a co-
herence trap is signaled, it is handled just as a normal
trap and the protocol routines are executed just as any
other trap handler instructions in the pipeline of the
cycle-accurate simulator, consuming pipeline resources
and polluting the caches.

Machine Configurations: This paper compares
the CRASH architecture with three hardware coherent
machine models as shown in Table 3. The different
hardware coherent machine models vary how large the
directory cache is. HWperf represents the most aggres-
sive hardware system with a perfect directory cache.
HW256 and HW64 correspond to more realistic design
points with a 256kB and a 64kB direct mapped di-
rectory cache respectively. These directory caches are
to be considered quite large since they are stored on
the processor die. CRASH corresponds to the CRASH
configuration and does not implement any hardware
coherence nor directory cache. Instead, the DRAC ad-
dress calculation shown in Figure 3 is incorporated in

its memory controller and, unless stated otherwise, is
configured with a DRAC size of 64MB.

4.2 Benchmarks

We use three commercial server side benchmarks
and two HPC benchmarks to evaluate CRASH.

MDB: Dynamic Web Search Content Serving: We
use a commercial in-memory database that responds to
web search queries. The full-scale database is started
and warmed. The benchmark’s warm-up phase is sim-
ulated until the steady-state phase is reached. One
query is approximately 1.5M instructions long.

JBB: SPECjbb2000 is a server-side Java benchmark
that models a 3-tier system, focusing on the middle-
ware server business logic and object manipulation [23].
The benchmark includes driver threads to generate
transactions as well as an object tree working as a back-
end. Our configuration uses 24-driver threads (1.5 per
processor) and 24-warehouses (with a total data size of
approximately 500MB).

SAP: SAP is a server side Sales and Distribution
benchmark. We use a commercial database server in
our experiments. The simulated machine is booted,
the full-scale database is started and warmed, and
the benchmark’s warm-up phase is simulated until the
steady-state phase is reached. (Generating the steady-
state checkpoint requires several months of simulation.
Total data size is greater than 2 GB.) One dialog step
is approximately 68M instructions long.

FFT: The FFT kernel is taken from the SPLASH-
2 [29] benchmark suite and is a complex 1-D version of
the radix−√

n six-step FFT algorithm. The kernel is
optimized to minimize inter-processor communication.

LU: This is the contiguous version of LU from the
SPLASH-2 [29] benchmark suite. It factors a dense
matrix into the product of a lower triangular and an
upper triangular matrix.

Data set sizes for the applications studied can be
found in Table 4. The commercial workloads are all
based on steady-state phase simulator checkpoints as
described above. All caches are warmed before we start
to collect data. For the HPC workloads the caches
are warmed during the initialization phase and data is
collected during the parallel region of the benchmark.
Both HPC benchmarks are run to completion.

5 Simulation Results

This section shows CRASH performance when com-
pared to the three hardware-coherent systems de-
scribed in Table 3.
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Figure 4. Normalized execution time for the different hardware and the CRASH system for mdb, jbb,
sap and fft. The cycles are broken down into compute, protocol and memory cycles.



Model name Description
HWperf On-chip CA/MC, perfect directory data cache
HW256 On-chip CA/MC, 256kB direct mapped directory data cache
HW64 On-chip CA/MC, 64kB direct mapped directory data cache
CRASH On-chip MC (no CA), capable of DRAC address calculation

Table 3. Machine Models (CA=Coherence Agent (HW), MC=Memory Controller)
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Figure 5. Normalized execution time for the different hardware and the CRASH system for lu. The
cycles are broken down into compute, protocol and memory cycles.

Program Problem Size
mdb 22,500 queries
jbb 90,000 transactions
sap 450 dialog steps
fft 1M points, blocked for L2
lu 512 x 512 matrix, 16 x 16 block

Table 4. Benchmark working set sizes.

5.1 Node, Core and Thread Scaling

Figure 4 and 5 show CRASH performance when the
number of nodes, cores and threads per core are varied
in different configurations. The different configurations
are named after the total number of nodes and cores in
the system. For example, n2c2 corresponds to a sys-
tem with two nodes and two cores (one core per node)
and n4c8 corresponds to a system with four nodes and
eight cores (two cores per node). All configurations
have 16 hardware threads in total. Hence, the n2c2
(n4c8) configuration has eight (two) hardware threads
per core.

Each bar is built up of three parts: compute,
protocol and memory. The compute part corresponds

to each cycle when the pipeline’s execution units exe-
cuted normal instructions. The protocol part is only
valid for CRASH and corresponds to the cycles when
protocol code occupied the execution units. The rest
of the cycles (if any) are simply labeled memory (all
threads are waiting for memory).

This paper does not argue that one configuration is
better than another. Instead we investigate CRASH’s
performance point in a large design space. CRASH is
a bit slower than the hardware coherent systems when
the threads manage to hide the memory latency, as
in jbb-n2c2. The protocol instructions has to be ex-
ecuted, and hence, steals the ALUs from application
instructions. On the other hand, one can see that
CRASH outperforms not only the reasonable hardware
configurations but also the one with perfect directory
cache for many node/core configurations where this is
not the case. The reason for this is simply that the
protocol instructions do not interfere with the appli-
cation instructions and that CRASH’s DRAC reduces
the coherence traffic as will be shown later.

5.2 Protocol Cache Pollution

The software coherent system uses software data
structures for maintaining the directory and the



Benchmark L1i active ratio L1d active ratio L2 active ratio
instr/prot instr data/prot data instr/data/prot instr/prot data

mdb 0.996/0.004 0.943/0.057 0.053/0.819/0.000/0.128
jbb 0.996/0.004 0.901/0.099 0.073/0.809/0.000/0.118
sap 0.867/0.133 0.914/0.086 0.273/0.609/0.035/0.083
fft 0.996/0.004 0.868/0.132 0.031/0.917/0.000/0.052
lu 0.995/0.005 0.987/0.013 0.044/0.915/0.000/0.041
Benchmark L1i miss ratio L1d miss ratio L2 miss ratio

with prot/without prot with prot/without prot with prot/without prot
mdb 0.013/0.013 0.093/0.087 0.038/0.038
jbb 0.096/0.088 0.208/0.208 0.062/0.058
sap 0.227/0.215 0.162/0.154 0.070/0.066
fft 0.006/0.006 0.059/0.059 0.028/0.027
lu 0.004/0.004 0.055/0.055 0.003/0.003

Table 5. Cache pollution caused by the software coherence protocol: The top rows show active ratio
in the different on-chip caches and the lower rows show miss ratio for on-chip caches when the
protocol (instructions and data) occupies space in the cache and when it does not.

DRAC. Hence, they occupy cache space and might de-
grade performance. Table 5 shows both active ratios
and miss ratios for the various on-chip caches and the
n4c4 configuration. We define active ratio of a cache
and a certain type of data, x, to be the average space
occupied by x over time. Moreover, we define miss
ratio as number of misses divided by number of ac-
cesses. Both active ratio and miss ratio are expressed
as a number between zero and one.

The protocol code does not seem to be a big prob-
lem in any level of the caches for any of the applications
run except for sap. For sap the average level-one in-
struction cache occupancy of protocol instructions is
13 percent. However, the active ratio of protocol in-
structions at the second-level cache is below 4 percent
for all applications.

The protocol data, on the other hand, occupies be-
tween one and 13 percent of the level-one data cache
and large parts of the second-level cache. This is espe-
cially true for the commercial applications.

Table 5 also shows miss ratio for all cache levels with
and without interference of the protocol. The miss ra-
tios shown are miss ratios for application data. Hence,
the protocol’s hits and misses are not counted for. We
find it very interesting that the miss ratios are not im-
proved that much even though protocol data occupy
large portions of the second level cache. The biggest
performance improvement (in terms of execution time)
was seen for mdb and was less than five percent.

5.3 DRAM RAC Size

It might seem unfair to compare CRASH with its in-
memory remote access cache to the hardware coherent
systems with their fairly small (1MB per chip) second-
level cache. This section argues that this is not the
case and shows how the DRAC size affects CRASH
performance.

The chip we use in this paper was designed to re-
semble a somewhat scaled-down Niagara chip [8, 18].
Where Niagara has 3MB of shared second-level cache
for its 32 hardware threads (96kB per thread) we have
chosen to model a 1MB cache for all our chip configu-
rations. That means that our eight threaded chips (2-
node configurations) get 128kB per thread and that our
four threaded chips (4-node configurations) get 256kB
per thread and so on.

Adding a third-level cache or a dedicated remote
access cache to the hardware multi-CMP systems will
definitely increase their performance. However, the
cache level closest to memory and the number of hard-
ware threads are typically designed to hide the local
memory latency for a particular chip. Introducing a
larger cache, a new cache level or a remote access cache
will introduce complexity, require chip area and alter
the commercial single-chip performance. The CRASH
DRAC mechanism, on the other hand, simplifies the
design, the interaction between the coherence proto-
cols and uses very limited chip area while providing
the system with remote access cache capabilities.

Figure 6 shows CRASH’s performance while vary-
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Figure 6. Normalized execution time for CRASH while varying the DRAC size. The hardware coherent
systems are included for comparison. (n4c4: 4 nodes with one core a 4 threads each.)

ing the DRAC size for the n4c4 configuration. The
trend is very clear: having a large DRAC is important.
CRASH with a 256MB DRAC is comparable to or even
better than the hardware coherent systems for all ap-
plications studied except for fft. The performance of
fft is improved a lot when moving from a 1MB DRAC
to a 4MB DRAC. However, the improvement from an
even larger DRAC is very small. The reason for this is
fft’s communication intensive behavior where all pro-
cessors communicate with all other processors. Note
that the CRASH 256MB DRAC configuration is more
than 15 percent faster than the reasonable hardware
systems and about 10 percent faster than the system
with a perfect directory cache for sap. Also note that
the c4n4 configuration is not one of the better config-
urations for CRASH when compared to the hardware
systems (as can be seen in Figure 4), which indicates
that much larger improvements are possible with dif-
ferent configurations.

5.4 Inter-Node Hop Latency

This section investigates CRASH performance when
scaling the inter-node hop latency. One reason for a
longer remote latency is a not fully connected network
with multiple hops between nodes.

Figure 7 shows normalized execution time for the
different systems while varying the hop latency from
20ns to 160ns. We find it very interesting that CRASH
performs better and better compared to the hardware
systems with an increasing hop latency. The reason
for this is the ability to cache more remote data lo-
cally, and hence, avoiding the big penalty of inter-node
hops. However, this is not the case for fft where the
performance difference is more or less constant while

varying the hop latency. The reason for fft’s behavior
is the communication intensive behavior that a remote
access cache cannot hide (see Figure 6 and 7). Note
that with a 160ns inter-node hop latency CRASH is
able to outperform the hardware system with a perfect
directory cache for jbb, sap and lu and the reasonable
hardware systems for all benchmarks except fft. Also
note that CRASH outperforms the hardware systems
with more than 20 percent for many of the configura-
tions.

5.5 Fixed Sequential Prefetching

It is not only the remote access cache capabilities
that are easy to change in CRASH. It is also simple
to correct protocol bugs, protocol performance bugs,
prefetching strategy and inter-node coherence unit size.
Figure 8 shows normalized execution time for the hard-
ware coherent systems and CRASH while the later
varies the fixed sequential prefetch degree k [4]. CRASH
0 corresponds to the CRASH system without prefetch-
ing. CRASH n corresponds to the CRASH system with
a prefetch degree of n. That is, with a prefetch degree
of 1, one additional cache line is requested at each miss.
With a prefetch degree of 2, two additional cache lines
are requested and so on.

CRASH performance is greatly improved by
prefetching for all applications. However, the opti-
mal prefetching degree varies between the applications.
The performance of fft, for example, is greatly im-
proved when a prefetch degree of three is used and
is competitive with the performance of the reasonable
hardware systems.

While it is possible to implement prefetching
schemes in hardware coherent systems, they typically
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Figure 7. Normalized execution time for the hardware and the CRASH system while varying the inter-
node hop-latency. (n4c4: 4 nodes with one core a 4 threads each.)
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Figure 8. Performance of the CRASH system while varying the Þxed sequential prefetching degree.
The three hardware coherence systems are included for comparison. (n4c4: 4 nodes with one core a
4 threads each.)

have to perform well for all kinds of applications (or at
least for commercial key applications). With CRASH
it is possible to run with the optimal inter-node coher-
ence unit size or prefetching strategy for a particular
workload.

We have not taken the additional bandwidth that
a prefetching protocol typically consumes into account
in this investigation. However, a lot of time is typi-
cally spent on database tuning in commercial setups.
Hence, the authors are convinced that testing one or
two prefetching schemes or inter-node coherence unit
sizes is time well spent. Such tests will of course
also show if a coherence scheme saturates the available
bandwidth.

6 Related Work

There is a wide range of options for hard-
ware/software trade-offs for implementing coherent
shared memory. For example, some systems run the
entire coherence protocol in software on a dedicated
coherence processor. Stanford’s FLASH [11], Sun’s
S3.mp [16] and Wisconsin’s Typhoon-0 [21] are exam-
ples of such machines. SMTp [3] and TMA Lite [30]
are more recent proposals in which SMT threads are
used to run the coherence protocol.

These designs enable flexible protocol adoptions as
well as protocol bug corrections. However, FLASH,
S3.mp and Typhoon-0 rely on dedicated coherence pro-
cessors capable of snooping the memory bus [11, 16,
21]. This scheme is much harder on modern chip de-



signs with on-die memory controllers. CRASH differs
from SMTp [3] since it can be implemented with both
on- and off-chip memory controllers. Moreover, SMTp
traps on each second-level cache miss and have to solve
inter-node write-backs instantly. CRASH uses the
DRAC memory controller modification to simplify the
interaction between the coherence protocols. For ex-
ample, inter-node write backs are solved at inter-node
coherence misses instead of at second-level cache evic-
tions. TMA Lite [30] avoids the write-back complexity
by replicating pages with the virtual memory system.
However, the virtual memory system and entire pages
have to be used for remote data caching. Moreover,
CRASH do not get any false coherence misses for ei-
ther loads or stores as do TMA Lite [30].

Our permission bits and the manipulation of them
have much in common with the fine grained tagging
of memory blocks and the nine operations defined on
them as proposed in the Tempest interface for user-
level shared memory [20]. However, the implemen-
tation described in [20] uses Typhoon’s snooping co-
herence processor to implement the Tempest interface.
That is, the coherence processor is needed.

It has also earlier been proposed to use the
trap mechanism for fine-grained shared memory sup-
port [22, 30]. In the Blizzard-E system [22] corrupt
ECCs indicate state invalid while store checks instru-
mented into the application protect cache lines in state
shared. Our node permission bits let us detect both
read and write violations with true binary transparency
and without corrupting ECCs.

Another interesting approach is the “informing”
memory operation proposal [7]. The idea is to let the
coherence protocol assume permission for all data in
the level-one data cache and trap on level-one data
cache misses. However, due to control speculation and
preceding exceptions that might bring unchecked data
to the level-one cache, the out-of-order processor im-
plementation is non-trivial. Shared level-one caches are
likely to further complicate their scheme. The CRASH
mechanism with the node permission bits is much sim-
pler and removes the traps on level-one cache misses.

Many computer systems have implemented remote
access cache support. For example, Sequent’s NUMA-
Q [14] and Stanford’s DASH [13] both have hardware
controlled fixed size remote access caches. In-memory
remote access caches has been tested in Stanford’s
FLASH [11] and Convex’s Exemplar [2, 25]. Since the
FLASH design is based on a software coherence proto-
col run on the coherence processor the remote access
cache size and its layout is trivial to change. In Ex-
emplar, on the other hand, hardware state machines
control the remote access cache, and hence, the imple-

mentation is less flexible.
The DRAC mechanism proposed in this paper is

first of all a mechanism that decouples the intra-node
and the inter-node coherence protocol from each other.
However, the mechanism let us use part of DRAM as
a direct-mapped and hardware tag-less remote access
cache. The remote access cache is managed in soft-
ware but the write backs from the second-level cache
are performed without interaction from the inter-node
coherence protocol. Note that we can implement a
“second-level” n-associative remote access in software
if we want to.

Other proposals, such as the Stache protocol [20]
and the Simple-COMA [6], use the virtual memory sys-
tem to replicate pages. This can be seen as a very
large remote access cache located in DRAM memory.
CRASH differs from these systems in many ways. For
example, the DRAC mechanism let CRASH cache re-
mote data at the cache line granularity without any
involvement of the virtual-memory system.

7 Conclusions

This paper presents key hardware mechanisms for
implementing low complexity multi-chip architectures
and a new in-memory remote access cache. The remote
access cache makes it possible to cache large amounts
of remote data in the local memory system and greatly
simplifies the inter-node write-back coherence mecha-
nism.

Detailed full system simulation of 2-, 4-, 8- and
16-node systems with different amount of on chip re-
sources shows that our hardware/software tradeoff is
competitive with hardware-only distributed shared-
memory systems across both commercial and HPC
workloads and across multiple design points.

Based on the performance, the simplicity and flex-
ibility of our system, we argue that future systems
should be optimized for single chip performance and
only include minor key hardware primitives for large-
scale shared-memory support. We believe this will im-
prove the commercial value of emerging chip designs
since removing inter-node coherence state machines
and directory caches from a chip will free up area that
can be used for more compute resources.
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