
1. Background

1.1. Evolution versus revolution

Most introductions to Human Computer Interaction (HCI) start by expounding how much the world has changed during the last few years, how quickly hardware and software have developed and how many more people use computers today as opposed to only a few years ago. All this, of course, is accurate; there has been a rapid change. According to a recent survey made by SCB (Statistics Sweden), there were approximately 2.1 million people, or 50% of all employees in Sweden, using computers in 1995 (SCB, 1995). In 1984, the corresponding value was 24%. Today, people use computers to a greater extent in their work than they did in the recent past. However, the important factor here is not only what has changed but also what has not changed. Human beings have not gone through any significant changes, at least not in the last thousand years or so. We still have the same needs and abilities and we do not perceive the world or process information differently from the way our great grandparents did. It is clear that evolution has another pace than technical revolution. I am not proposing that we should strive to accelerate the process of evolution in an attempt to adjust users to computers. Rather, my argument is that the technical revolution has not made sufficient progress when it comes to developing computer systems to meet the users’ needs.

The introduction of computers has definitely improved the work situation for many people. Several burdensome and tedious work tasks no longer exist or have been improved. Several tasks are performed more efficiently with the use of computers. Unfortunately, new, monotonous tasks have been established partly due to the introduction of computers. A new kind of work environment problems has appeared. In a study by Aronsson, Åborg & Örelius (1988), more than 3,000 computer users were examined. One aim was to investigate how these users were
affected by their work. The study showed that numerous users had problems with their neck, shoulders and eyes. Some mental problems were also detected. The study could not find any correlation between the above mentioned problems and the physical work environment. However, relations existed between the detected problems and the amount of work, the types of work and the functionality of the computer systems. As might be expected, such results have increased the interest for HCI in working life.

Computerisation should be driven by people’s needs and abilities and not by the technical progress itself (Norman, 1986). There are several ways to tackle this problem. In my thesis, I focus on the development process. To be able to design an information system that supports the users in their work, it is necessary to understand the users and their needs. Issues considered in this thesis are:

- How to gather and document user requirements that are relevant when making design decisions.

- How to guide the design process towards an information system that supports the users in their work.

- How to include these methods in the system development process.

1.2. The need to study HCI

Computerisation has sometimes changed the work as well as the work environment for people beyond recognition. Several industrial processes were run earlier by hundreds of people who knew the different steps of the process in detail. These people could get an understanding of the processes involved by just watching, or even listening, to the different machines. Today, it is common that factories are run by only a few computer operators. The computer system automatically controls some parts of the process, while the users manually control other parts of it by reading and changing parameters on the computer screens. The interface towards the process has moved away from the machines to the computer screen.

Administrative work involves decision-making based on huge amounts of information. Traditionally, this information was carefully recorded in documents and in forms. Tools and methods for storing, sorting, searching, reading and writing information have developed based on knowledge gained through decades of accumulated experience. When making a decision, it is important to have the necessary information readily at hand. Previously it was possible to get an overview by simply spreading all papers, books, maps, etc. on the desk. Today, however, almost all information is stored in immense information systems. The same amount of information has to be read from a computer screen. According to Henderson & Card
(1986), a standard office desk has the area of approximately 22 standard size PC displays. Obviously, the way information is presented on the screen will have an important impact on the decisions that are made by the user. The appropriate information and functionality have to be available in an adequate way to enable the user to make proper decisions. Designing systems that effectively support the user during decision-making processes is a major goal within HCI.

A user interface may be described as the appearance and the behaviour of the information system (i.e., the only part of the computer system with which the user is in direct contact). In the early days in the history of computers, there was no need, or even no possibility, to put much effort into the design of the user interface. The number of design options was rather limited. It was not possible to use graphics, sound or speech recognition in the user interface. User and programmer were usually the same person. There was no need to bother about making the system useful for other people. Today, most computer systems are intended for users with little or no skills in programming or even in using computers as such. Graphical user interfaces and various techniques for interaction have increased the possibilities for creating information systems that are easy to learn and efficient in daily use. However, the number of possible design options has increased, which can be a problem if they are not carefully examined. It is necessary that the user interface is designed to meet the requirements of users working within a certain context.

Understanding the user’s interaction with the computer has been a central goal of HCI. Norman (1986) has described this interaction in a model including seven goal-driven user activities. A user performs a task by specifying an intention to achieve a goal. This intention is translated into an action that is then executed (e.g., pressing enter on the keyboard). The action may cause a change in the state of the computer, which is perceived and interpreted by the user. The user then evaluates this state with respect to goals and intentions. The potential difficulties when working with the system have been described as the “gulfs” of execution and evaluation. The gulf of execution is the case in which the user knows what goals to be achieved but does not know which physical variables to adjust, or in what way to adjust them. The gulf of evaluation is where the system has altered, usually because of the user’s action, but the user cannot easily understand the change in the system’s state. These difficulties may depend on the design of the user interface.

The area of HCI is extensive. It is necessary to understand how users think and perceive information, how people co-operate during work, how to create hardware and software to support users, how information systems affect people, how to create methods for building the software, how to evaluate the applications, etc. HCI is a multidisciplinary topic based on knowledge gained from several disciplines such as cognitive psychology, software engineering, computer science, organisational theory, sociology, ergonomics, systems analysis, process control and industrial design.
1.3. Cognitive psychology

Understanding how users think and perceive their environment is important when designing user interfaces. Unfortunately (or fortunately), the human brain is more complex than the computer. Visions of thinking computers have existed in the literature for a long time. So far, it has not been possible to realise this vision, partly because of the complexity of the human brain. We still do not understand how it works and we are, therefore, not able to build a copy of it. However, what we are able to do is to measure how people behave in different experimental environments. Some of these results have been valuable for the progress of HCI.

One of the most recognised models of human memory is Stage Theory (e.g., Gleitman, 1991). According to this theory, all humans store information in either a short-term (STM) or a long-term memory storage system (LTM). The human STM system can deal with only a limited amount of information. Based on the results of numerous studies, the evidence suggests that the limit of the human STM span was about seven units of information or chunks plus or minus two. Chunks refer to memory units that result from recoding units or integrating together units that are more elementary. The size of these chunks differs in the sense that, for instance, a telephone number can either be stored as 225686 (six items) or 225686 (three items). The time span that information can be held in STM is also limited. Forgetting in STM may be largely due to decay or displacement (Waugh & Norman, 1965). Stored material in the STM decays after approximately 15 seconds if it has not been further processed (e.g., through rehearsal or some other memorial strategy). In contrast to STM, the capacity of LTM is enormous. Information in the LTM system can be accessed through triggers such as a word, a smell or a sound. A trigger is often sufficient in itself to prompt the recall of a great deal of information; for example, a chord on a piano can be a trigger to the lyrics of a song. The functionality of the memory system has significant implications in relation to working with computers. Because of the limited capacity of the STM, all information needed for a decision should be visible on the screen simultaneously (Lind, 1991) as far as it can be represented visually. Otherwise, the user has to store information in the STM or make notes on paper. This will slow the users’ work and leads to unnecessary cognitive load.

A simplified model of human information processing implies that cognitive processes may operate on different levels of awareness (Rasmussen, 1983; Reason, 1987). On a conscious cognitive level, it is only possible to handle one single process at a time. This level is applied to reading and understanding semantic information and for solving complex problems. On lower cognitive levels, it is possible to handle processes in parallel and largely automatically without requiring cognitive effort. Successive handling of frequently occurring tasks can automatize them to lower cognitive levels if consistently presented (Schneider & Shiffrin, 1977; Shiffrin &
Dumais, 1981). An example of such a task is learning to drive a car. In the beginning, it can be difficult to change gears, judge the surrounding traffic and keep the car on the road at the same time. Thus, for a novel driver these processes are treated on a higher cognitive level. After considerable training all these processes are usually dealt with automatically (i.e., on a lower cognitive level). The higher cognitive level can then be used to solve more demanding problems during the act of driving such as speaking in a cellular telephone with a customer. This model of human information processing can be considered when designing a computer system. The user interface should be designed so that the user can handle the interface automatically (i.e., on a lower cognitive level), leaving the higher cognitive level for solving work-related problems (Nygren, Johnson, Lind, & Sandblad, 1992).

Cognitive psychologists also study how individuals perceive the surrounding world. The term sensation refers to initial detection of energy from the physical world such as a smell or a sound. Perception involves high-order cognition in the interpretation of sensory information (e.g., characterisation of a smell). One area of keen concern is our ability to detect stimuli. According to Signal Detection Theory (Tanner & Swets, 1954), several factors influence this ability, including signal magnitude of the stimuli, the nature of the task, observer expectancy, and consequences following reward or punishment (Solso, 1991).

Pattern recognition is another topic that has aroused the interest and attention of cognitive psychologists. Here, a pattern refers to “a complex composition of sensory stimuli that the human observer may recognise as being a member of a class of objects” (Solso, 1991, p. 86). Several theories on how visual patterns are classified have been generated over the years. “The Gestalt approach emphasizes that we perceive objects as well-organized ‘wholes’ rather than as separated, isolated parts” (Matlin & Foley, 1977, p. 131). A collection of dot patterns can be perceived in different ways depending on how they are grouped by the observer. The Gestalt approach presents a number of laws of perceptual organisation (e.g., Gleitman, 1991). Three of these are discussed below (Figure 1):

- Proximity. The closer two figures are to each other, the more likely will they tend to be grouped together.
- Similarity. Things that look equal are usually grouped together.
- Closure. Figures with a gap are likely to be completed.
Knowledge about perception is essential when deciding on how to use colours, fonts, sizes, and how to group information on the screen to optimise the searching and reading processes. Experienced users decode frequently occurring, meaningful patterns rapidly (Nygren, Allard, & Lind, In press). If a collection of objects always has the same spatial location on the screen, global patterns may emerge over time that can be applied to guide the user’s reading process. It is also possible for the user to decode a pattern if the variable always has the same unique colour or shape.

1.4. Systems analysis

Another background discipline is systems analysis which is concerned with understanding systems by building models. A system is a limited part of the environment, and is separated from its environment by the systems boundary. An example is a bank office with customers and bank tellers. According to this approach, the computer, the user and the environment can be regarded as one system, a system that can be represented by a model. Such a model can be modified and tested, e.g. through simulations, without affecting the real world, where the result of this process can be employed to improve the actual system. A model is never a true or complete representation of a system, but describes aspects of the system relevant to a specified purpose. A model is extremely useful when several people need to have a common view of a system.

Systems analysis gives a theoretical framework for how models are formulated and validated, how they can be analysed and how conclusions concerning the behaviour of the studied system can be drawn from this analysis.

Models are frequently occurring within HCI. The users’ interaction with the computer can be described with a model. A user has a conceptual model of the information system, but also of the “real” system that is the focus of interest in a work situation. An information system is usually tested with a model (e.g., a prototype). Systems analysis, and the use of formal models, has an important role in information system development. Here, systems analysis involves analysing and modelling present and future work situations. The result of this process are models suitable for developing the computer support, such as data models, data flow diagrams, use cases etc. Each model represents one view of the analysed system, is
never equal to the real system and is only valid within the area defined by the purpose of the study. When formulated in a correct way and with a known and controlled quality, formal models are however extremely useful for specification of requirements, documentation of data flows and information utilisation, etc.

1.5. Usability

Nielsen (1993) claims that the term “user friendly” was introduced when developers of information systems first realised that their systems were to be operated by users with demands on the products in terms of access, etc. Nielsen means that this term is not appropriate for several reasons. “Users don’t need machines to be friendly to them, they just need machines that will not stand in their way when they try to get their work done” (p. 23). Another reason is that different users have different needs in the sense that a machine can be “friendly” to one user but tedious to another. Instead, Nielsen proposes the term usefulness that relates to whether the system can be used to achieve some desired goal. Usefulness can be divided into two categories: Utility and usability (Grudin, 1992). Utility corresponds to whether the needed functionality is included in the system (i.e., if all tools needed to perform a given task exist). Usability is more closely related to how well a user could use this functionality.

In Draft for International Standard ISO/DIS 9241-11 (1995), usability is defined as “The extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use.” Here, the effectiveness of a system relates to the work objectives (goals). The efficiency relates to effectiveness in relation to the resources needed to perform the tasks. Satisfaction, according to ISO 9241, concerns acceptability and comfort.

Another important criteria is the extent to which the user can interact efficiently with the system without unnecessary mental efforts that are caused by cognitive work environment problems. Limitations in the work environment that hinder the users to use their skills efficiently may cause cognitive work-environment problems (Lind, Nygren, & Sandblad, 1991). Such impediments are often caused by the human-computer interface and can lead, in addition to, somatic and mental health problems, inefficient work procedures, bad performance and low user acceptance.

2. Developing usable systems

Thus far, we have limited our discussion about HCI to theoretical considerations with regard to how users interact with computers. Another question is of course how to apply these considerations in practise in order to develop information systems with high usability. According to a recent study on how developers work with usabil-
ity during systems development projects, developers representing 37 Swedish companies answered 113 questionnaires. Nearly all participants regarded research within HCI important, ranking “Methods for development of usable information systems” as the most important issue (Katzeff & Svärd, 1995). When studying methods for systems development, the whole chain of analysis, design and evaluation has to be considered.

Systems development methods have been established both within the area of HCI and Information Systems Development (ISD). Ehn and Löwgren (1997) give a historic overview on how the trends in systems development have changed over the years. They claim that within both ISD and HCI the focus has changed from objective methods to social methods and now to subjective methods.

The **objective view** can be found in usability engineering (in HCI) and Software engineering (in ISD). **Usability engineering** as a process usually consists of three main steps: user and task analysis, where the users and their tasks are studied; usability specification, where a number of measurable goals are identified; and the iterative process of design, usability test and redesign that continues until the goals are met (e.g., Good, Spine, Whiteside, & George, 1986). Usability engineering is primarily concerned with the user’s performance in terms of errors and times (i.e., objectively measurable results rather than the appropriateness of the system). The **software engineering** approach is similar to systematic methods for design found in mathematical and logical theories. The information requirements in an organisation are analysed as objective facts. "A common assumption behind most of these objective ISD approaches in the IT design field seems to be that the users must be able to give complete and explicit descriptions of their demands.” (Ehn & Löwgren, 1997, p. 304).

As a reaction to the objective approach, a view on the development process in ISD grew that focused on users and their influence on the actual systems (i.e., the **social approach**). According to this approach, the users and their work are too complex to be understood by a system developer. Therefore, the users have to participate in the development process. Muller, Haslwanter, & Dayton (1997) identifies the following three motives for **participatory design**:

- **Democracy.** The users have the right to influence decisions that concern their work place.

- **Efficiency, expertise, and quality.** Efficiency and quality of the software are improved by involving real users since they are experts on their work.

- **Commitment and Buy-in.** It is more likely that the end-users will accept the system if they have been involved in the development of it.
Greenbaum and Kyng (1991) define demands on the participatory design process:

- The computer systems need to be designed with full participation from the users.
- When a new system is built it should enhance the workplace skills rather than degrade or rationalise them.
- Computers are tools and should be designed to be controlled by the people using them.
- Computers should not only increase productivity but also the quality of the work.
- The design process is regarded as a political one, where conflicts will occur during the way. These conflicts should not be ignored, but should be emphasised since they are essential for the final result.
- The design process should highlight the issue how computers are used in the context of the work organisation.

Methods corresponding to participatory design have been developed within HCI. Contextual design (Wixon, Holtzblatt, & Knox, 1990) is described as a customer-oriented method. Analysis of the customers work are performed in their actual context through contextual inquiry where the potential end-users are observed and questioned (Holtzblatt & Jones, 1993). Three main principles guide the contextual inquiry process, namely context, partnership and focus. It provides an understanding of the nature of the user’s work through inquiries with users during ongoing work. The principle of partnership means that it is only through dialogue with the users that designers can become aware of their experience of work and use of tools. The choice of focus guides the contextual inquiry process so that the proper information is gathered from the users. The value of the data comes from interpreting what is observed and by engaging the users in a dialogue. Interfaces are developed in co-design with users and are evaluated with further contextual inquiry. The contextual approach have been criticised for having “no systematic methodology, no conceptual framework, no explicit way to abstract from particular experiences” (Carroll & Kellogg, 1989, p. 7).

Factors such as time, organisation, costs and the kind of project to be initiated determine to what extent the users can be involved in a project. Grudin (1991) has identified three different kinds of development project to illustrate when users and developers have the opportunity to co-operate. In contract development, the users are known from the beginning, but the development organisation is identified after the contract is awarded. An illustration would be an organisation that identifies a
need for a new system and prepares a specification. A contract is awarded to the most suitable developers. *Product development* is the commercial development of products where the application is normally marketed before the users are known. In *in-house development*, both the developers and the users are known from the start. A typical example is a bank with its own computer department developing new systems for the bank tellers.

Ehn and Löwgren (1997) further argue that today the trend has changed from a social to a *subjective* approach. The focus has moved from the users to the actual designer and his competence. Design is regarded as an art that cannot be learned from a book. The knowledge needed to create a useful design comes from experience and skill. Moreover, the concept of usability is more related to novelty, aesthetics and emotions. An information system has to be likeable, beautiful, satisfying and exciting to become a popular product. The market is of utmost importance.

My view on systems development is a mixture of these approaches. An objective view is needed to analyse and evaluate parts of the system. However, the users must be included in the process to specify how their work should be performed in the future. The question is rather how and when to involve the users in order to obtain the best results in terms of usability. The users are experts on their work, not on design or usability. Consequently, a designer with usability knowledge should have an essential role when developing information systems.

Most traditional methods for systems development are based on a *waterfall model*. Analysis, design, coding, testing and maintenance are all performed in a sequence. A disadvantage with such a model is that the users are not able to test the system until it is complete. Usability problems are discovered late in the process, whereas the possibilities for improvements are limited. Boehm (1988) claims that a waterfall model is not suitable when developing interactive end-user applications. He suggests a *spiral model* where analysis, design and evaluation are performed in an iterative way. Problems with the system can then be discovered early in the process, making it easier to remedy mistakes and make changes. However, to make this iterative process effective, the time for each iteration has to be short. In most development projects time and money set hard limits.

### 3. Analysis

When developing computer based information system, it is necessary to understand how the end-users perform their work and interact with the environment. In larger projects where several people are involved, it is necessary that the users’ requirements are described in a way that all participants can comprehend. The documentation becomes even more important when the people involved in the modelling
phase are not the same as those involved in the design of the system. Modelling the users’ work normally consists of the two major activities of analysis and documentation.

3.1. Task analysis - systems analysis

Task analysis (TA) is generally concerned with what people do to get things done (Preece et al., 1994). The goal of TA is to analyse users’ work and describe it in terms of their tasks. Hierarchical Task Analysis (HTA) is a method for decomposing tasks into subtasks and operations (Shepherd, 1989). These are represented graphically with a structure chart notation. The aim is to describe the tasks in terms of a hierarchy of operations and plans. HTA is used for identifying the steps needed to perform a task. Cognitive task analysis, on the other hand, is more concerned with representing the knowledge that people have, or need to have, to complete a task. This can be performed through GOMS modelling where goals, operators, methods and selection rules are specified (Card, Moran, & Newell, 1983). Goals are what the user has to accomplish; an operator is an action performed in service of a goal; methods are sequences of operators that accomplish a goal; and selection rules represent the user’s knowledge of which method to use. Task-Action Grammar (TAG) uses a rule notation to specify a user’s knowledge and interaction (Payne & Green, 1989).

There exist various techniques on how to perform TA (Jeffries, 1997). A commonly practised method for gathering task data is to interview people that work in a domain. Interviews can be performed with single users or with groups of users and are especially useful when an in-depth understanding is needed. If the purpose is to gather information from a wide range of users, questionnaires are likely to be more suitable though it is generally difficult to gain a deeper understanding using this method. Combining the two methods can be a fruitful solution. Questionnaires may be distributed to a great many users to gain more opinions on results gathered during interviews. When concerned about, for instance, the users’ memory for task details, retrospectives and diaries can be used. Users are asked about specific instances of a task shortly after the task has been performed. Another method is to observe the users while they perform their work. With observations data can be identified that users otherwise overlook, e.g. because information is processed more or less automatically (Schneider & Shiffrin, 1977).

One problem with several methods of TA is that the definition of the tasks is too fine-grained (e.g., entering a single command, pressing the right mouse-button). We have observed that a minimal amount of “key-pressings” and “mouse-clicks” are performed amongst a much longer period of professional interaction with the work

task, containing information search, judgement and decision making, etc. When designing the interface, a specification of bigger concatenated tasks is more useful.

Benyon (1992) claims that there are several problems with methods for TA. Some of his arguments are listed below:

- **Device-dependent**
  TA is not capable of being independent of the device that is used when carrying out the tasks. If TA is employed in the early stages of development, there is a great risk that current practices will be embodied in the new system.

- **Objects**
  Most TA techniques refer to objects. These objects are dependent on the physical device. In contrast to the concept of object, the concept of an entity is solid.

- **Hierarchy**
  TA uses hierarchical representation. A hierarchy is effective only if the system can be strictly decomposed; otherwise, all the power is lost. He also argues that users of the system might want to have different views, which raises a problem since by definition hierarchies only represent one view.

- **Grammar**
  Most TA techniques use grammar instead of graphical representations. He argues that grammar is not user centred to a great extent since it is more difficult for users to understand.

Benyon implies that, within the area of systems analysis, there already exist well-established methods for structured analysis. HCI researchers should instead contribute with modelling tools to complement existing methods for systems analysis. In systems analysis, several models can be derived to describe future work. Each model represents one view of the system (for further reading see Benyon, 1990).

- **The relational data model**
  This model describes how information within a system is interrelated. The relational model consists of two basic concepts: domains and relations. Domains are sets of values from which the actual value of a data element can be drawn. A data element “Income” can have the value 100,000. The set of possible values from which this value can be drawn is called a domain. Relations can be thought of as a table. Each relation can have a number of attributes; for example, the relation *Person* can have the attributes Personal ID and Name.
• The Entity-Relationship model (E-R)
  The E-R model is a top-down approach to data modelling. It begins with general
  concepts like the entities and relationships and fills in the details until a suitable
  level is reached. An entity is defined as a group of data elements. These entities
  are “things” that can be identified in the analysed system (e.g., a department or
  an employee). The entities have certain relationships (e.g., a department has
  many employees and an employee works at one department).

  The E-R model is a graphical representation of the system that can be practised as
  a basis for discussions with the end-users. The relational data model is especially
  useful when developing the database. These two models can be used in conjunc-
  tion.

• The Data flow diagram (DFD)
  This diagram describes the flow of data within an organisation, for example,
  from person to person (DeMarco, 1978). The DFD is essentially a logical design
  of the new system, specifying the functions that are required. The basic require-
  ments of the process model are inputs, outputs, processes and stores of data.
  Processes, which are triggered by events, take data as input and produce data as
  output.

3.2. Function-oriented versus object-oriented methods

Methods for systems development can be divided into function-oriented and object-
oriented methods. According to the function-oriented approach, functions and data
are not intertwined. The data are treated as a passive holder of information and the
functions are the active parts. A system modelled according to this approach is
divided into functions and the data are sent between those functions. One problem
with function-oriented methods is that all functions have to be aware of the data
structure such as how the data is stored (Jacobson, Christerson, Jonsson, &
Övergaard, 1992). If a data structure needs to be changed, all functions relating to
these data have to be changed as well.

When using an object-oriented approach, functions and data are highly integrated.
From the system that is modelled, different objects are identified, most of which can
be identified from the real world (e.g., car, driver, wheel). Each object has its own
attributes holding the data and operations describing the behaviour. Every object
can be described as a “black box” with input and output. When two objects interact
with each other, they do not have to be aware of the internal structure of the
included data and, therefore, changes in the system tend to be local.

Several methods for system development that automatically transforms the models
to executable code exist. Lately, object-oriented modelling has become more
common, which has several advantages in terms of reusing objects and mapping to the real world. There are several techniques for modelling available. One is the *Unified Modelling Language* (UML) that has become very popular for object-oriented systems analysis (Booch, Jacobson, & Rumbaugh, 1997). UML is a unified version of three different object-oriented modelling techniques. The model is documented in terms of four types of diagram: use case, class, behaviour and implementation.

In UML, the requirements on the system’s functionality are described in terms of *use cases* and *actors* (Jacobson et al., 1992). There are several actors (human and non-human) exchanging information with the system and represent what interacts with the system. A non-human actor is, for instance, another computer system. The actors are not actually treated as a feature of the system and, consequently, are not described in detail. In UML, an actor is regarded as a sort of class where each instance of such a class is a user. A user can play the role of several actors (e.g., manager and administrator).

A user performs work by carrying out sequentially related operations on the system. This is called a use case. Each use case is a specific way of interacting with a system. A use case is also regarded as a class, so every scenario performed by a user can be described as an instance of a use case. The instance exists as long as the use case is operating.

Describing the requirements in terms of actors and use cases provides good support when defining how the involved objects communicate in the system. The users become involved at an early stage and they are able to describe their work in a terminology that can be adopted by both the users and the developers of the system.

In general, systems analysis methods are suitable for developing several components of the information system, but they are not sufficient to meet the needs of the user interface designer. Instead, these methods invite the designer to create a design where each function or use case is represented with one window on the screen. Usually the user has to interact with several such windows to complete a task, resulting in a fragmental interface, with a large amount of windows. To be able to design a usable interface, we have found that some additional modelling is needed.

4. Design

There are several definitions of the verb *design*. Usually it means the creation of something new such as a system or a database. When the word design is used in this thesis it usually, unless otherwise stated, refers to the design of the user interface.
4.1. Approaches to design

Wallace & Anderson (1993) have identified four major approaches to interface design: craft, cognitive engineering, technologist and enhanced software engineering. According to the crafts approach, each design project is unique and it is therefore impossible to use general methodologies when designing an interface. Instead, skills in human factors are needed. This approach asserts that good design comes from good designers. Cognitive engineering is an attempt to apply theories of information processing and problem solving to interface design. An example is the Keystroke-Level Model (Card et al., 1983), which tries to quantify properties of the users’ actions (e.g., the time it takes to move the mouse or enter a letter on the keyboard) so they can be taken into account during the design process. The technologists want to free the programmers from the time-consuming and complex task of interface design by providing them with automated development tools. Finally, the enhanced software engineering approach claims that methods for task analysis should be introduced to extend software engineering methods to support the design process.

My approach to design is a mixture of the enhanced software engineering and the craft approach. There are methods for systems analysis that are useful when developing several parts of the computer system. However, there is a need for a methodology that can complement systems analysis methods in order to guide the development towards a design of a usable user interface. The actual design is partially a creative process that cannot be described as a top-down or bottom-up method. Therefore, the competence of the designer(s) will have a critical impact on the interface. However, to be able to make the right decisions, the designer should be supplied by a substantial model describing the users’ requirements on the interface.

4.2. Making design decisions

Design is mainly a question about optimising the user interface based on different requirements on the information system. The users are experts on the domain and have requirements on how they want to work with the new computer system (Figure 2). These requirements are generally gathered during systems and task analysis. Different groups of users have different needs that have to be met in the design. Some relevant user characteristics to be considered are knowledge, skill, experience, education and physical attributes (ISO, 1995). Rules and recommendations describing how the interface should look and behave in terms of style guides (e.g., Windows™), and guidelines are also essential. In addition, several companies have their own corporate standard that restricts the layout and behaviour of the interface. The technical environment will also limit the design space. The size of the screen and the resolution directly control how much information is possible to show on the screen simultaneously. The construction tool (e.g., for prototyping and implementation of the interface) may or may not impose restrictions on the use of...
graphical capabilities. The designer’s task is to optimise the interface based on all these requirements in order to create the best possible solution for supporting the users in their work.

Figure 2. Design is mainly concerned with optimising the user interface based on different requirements.

In the last few years, graphical user interfaces have become common and it is now possible to use many colours, fonts, 3-D representations, etc. The number of degrees of freedom has increased rapidly. By using graphics in the interface, it has become possible to create rich, distinct and effective interfaces that are ease to use and learn. On the other hand, it has increased the risk of making the wrong design decisions. Incorrect use of graphical tools can result in user interfaces that are less effective than the old alphanumeric ones (Nielsen, 1993). The increase of the design space has put higher demands on the designer.

4.3. Supporting the design process

Optimising the user interface is not an easy task and describing exactly how it is done is not really possible. One reason for this is that there are no general solutions. What is optimal in one context can be devastating in another. However, there are some methods can facilitate this process.

One such method is Design Rationale (MacLean, Young, Bellotti, & Moran, 1991). The intention is to support the design decision process and the documentation of these decisions. Design questions, options and criteria are specified for each decision. A typical design question could be “how to select different operations in the interface,” where for each question, different design options are identified (e.g., “select from menu” or “select via buttons.”) Each option is documented together with a list of criteria so that the most beneficial design option can be chosen. Design
rational can be a good support for structuring decision relevant information during design, though this approach to design is time consuming.

By continuously creating prototypes that are tested on end-users in an iterative way, the design can be significantly improved. This prototyping approach enables the designer to test design solutions at an early stage. If potential usability problems are detected at an early stage, they are easier to avoid in the final application. Prototyping is essentially a trial and error approach to design (Johnson, 1992) and hence a thorough analysis must proceed the prototyping phase to insure the efficacy of this approach.

Shneiderman (1992) has suggested a number of measurable central goals to be achieved when designing the system: Time to learn, speed of performance, rate of errors by users, retention over time and subjective satisfaction. Shneiderman intends that it is difficult to achieve all goals and that designers therefore are forced to make trade-offs. If the rate of error is to be kept very low, then the speed of performance may have to be sacrificed. The designer has to be aware of the trade-offs and must give priority to certain goals.

Other support for the design process is in the form of guidelines or heuristics. Foley (1990) has suggested the following design principles to be considered during the design process: be consistent, provide feedback, minimise error possibilities, provide error recovery, accommodate multiple skill levels and minimise memorisation. These principles can function as a checklist to guide the designer when optimising between design options. However, conflicts between different principles will occur and must be considered.

A user interface can be based on style guides or standards. A style guide describes the functionality and the layout of different interface elements. Normally, a style guide is characteristically general with limited design support for application development in a specific work domain. A style guide, on a higher level where domain knowledge is included, can be a more detailed and efficient support for the design process (Gulliksen, Johnson, Lind, Nygren, & Sandblad, 1993; Gulliksen & Sandblad, 1996). Important features of a domain specific style guide are composite interface elements corresponding to more complex information structures in the domain. Style guides and standards, although necessary, might restrict the designers’ flexibility when creating the interface (Olsson, Göransson, Borålv, & Sandblad, 1993; Grudin, 1989).

4.4. The designer
The design of the interface does not only depend on the methods that are used, but on the person(s) making the actual design decisions. In many in-house systems devel-
opment projects, software engineers are responsible for the interface design. Even if they are interested in the area of design, they seldom have adequate competence and/or time to create usable interfaces. In participatory design, the users have a very strong position in the design process (Greenbaum & Kyng, 1991). The users should have an essential role in this process since they are the experts on the work to be supported by the system. However, the users are not experts in design or usability.

To be able to create a usable user interface, knowledge is needed in software engineering, cognitive psychology and usability in addition to some artistic capability. Because the person responsible for the design needs to be well oriented in a myriad of areas, it would be more appropriate if interface design is carried out by a group of special design experts. One way of improving the individual’s capabilities to make good design is to frequently create new interfaces and then assess their usability. The role of experience is important because systems development projects take a considerable amount of time, and software engineers often have to give software development a higher priority, leaving no time for the task of acquiring design experience. A person that could concentrate on design and usability testing only would have better possibilities to obtain such experience.

The user interface designer can be compared with an architect. The architect is partly an engineer and partly an artist. He has to be able to create a structure that is both functional and appealing, fulfil requirements such as the use of standard elements, security and keeping within a specified budget. It is necessary to establish the designer as a role within systems development. Sometimes designers with different skills should be involved such as a user interface designer (or interaction designer) and a graphic designer.

### 4.5. Skilled versus novice users

Nielsen (1993) identifies three dimensions on which users’ experience differs: knowledge about computers in general, expertise in using a specific system and knowledge about the domain. He claims that this will have implications on the design of the user interface. A user with computer experience is able to work with systems in a different way than people without experience since they know how the computer usually reacts when using it. An expert user of the system can make use of short cuts from the keyboard while a novice user usually interacts via the mouse. A domain expert is able to understand domain language and can have a high density of work related information on the screen.

My research mainly concerns user interfaces for skilled professionals. A skilled professional is a domain expert using the information system for professional interaction, often several hours per day. When designing an interface for such a user it is more important that the system is efficient in daily use than that it is easy to
learn. There are several examples of conflicting demands when designing for skilled users as opposed to novice users; e.g., a skilled user does not need labels to the same extent as a novice user. Today’s guidelines often emphasise ease of learning rather than efficiency in daily use (Nygren et al., In press).

4.6. Aesthetics in user interface design

In HCI, much effort has been put on the efficiency and effectiveness of a system. However, the system should not only be functional. It also has to be pleasant and aesthetic. When a customer chooses between two products, he does not only compare the usefulness of the products. The aesthetic part is also important. We can be happy with a toaster just because we like the look of it even if it burns the bread. A product has to “tell” the user what kind of a product it is and what can be expected from it. Most people do not want fast cars to look like tractors. This can also be applied when designing user interfaces. It should be possible to tell if the system is intended to be practised in a bank or if it is developed for physicians in a hospital. The “look and feel” of a product can be essential for making the user feel comfortable with the system. Also, it becomes a way to compete with rival companies on the market.

Many of the guidelines concerning the aesthetics of an interface have been developed within the area of graphic design. Some guidelines of this nature cannot be regarded as general since they are dependent on trends and fashion. However, several “rules” are applicable, e.g., how to use the limited space to create a design that is balanced, pleasant and attracts the users’ attention (for further reading see e.g., Marcus, 1992).

5. Evaluation

Methods for evaluation of user interfaces can be separated into, usability testing methods, where users are involved, and usability inspection methods, where users are not involved.

A traditional method for user testing is performance measurement where the purpose is to measure whether a usability goal is reached or not. User performance is usually measured by having a group of test users perform a pre-defined set of tasks while collecting data on errors and times. The tests are usually carried out in a laboratory. With such a test, many usability problems can be found. One advantage of this test method is that the result is given in hard numbers which makes comparison of different design solutions easy. Unfortunately, in most systems development projects there are not enough time, money or laboratory expertise to use this kind of method (Nielsen, 1993). Another problem with laboratory tests is that they are difficult to perform early in the design process since a running prototype and a reasonably complete database is required. Difficulties in sampling, methodological
problems in planning, validity and reliability of obtained measures are other pitfalls in usability testing (Holleran, 1991). In addition, evaluation of efficiency in daily use requires skilled users.

In *Thinking aloud* the users verbalise their thoughts while using the system (Lewis, 1982). Through this test, users let the evaluator understand how they view the computer system. This is an inexpensive test that identifies users’ misconceptions of the system. It is especially useful when applied by the designer of the interface since direct feedback from the users on the design can be obtained (Jørgensen, 1990). Drawbacks with this method include that it is not very natural for users to think aloud. It is also hard for skilled users to verbalise their decision process since they execute part of their work automatically (Schneider & Shiffrin, 1977; Shiffrin and Dumais, 1981).

*Questionnaires* are especially useful for issues concerning users’ subjective satisfaction and possible anxieties (Nielsen, 1993). Questionnaires can be easily distributed to numerous users and, in addition, is an inexpensive survey method. However, it is difficult to get objective results when using questionnaires since the users’ answers are based on what they think they do, not on what they actually do.

One method that includes users, developers and usability experts, and may be carried out early in the design process is *pluralistic walkthrough* (Bias, 1991). Representatives from the three categories meet and discuss usability problems that are associated with the dialogue elements in different scenario steps. In pluralistic walkthrough, the focus is on how users react in different situations. An example could be that a user might claim that, in a certain situation, he or she would “Hold down the shift key while pressing Enter.” Pluralistic walkthrough is an effective method in evaluating the learnability of a user interface. It is not as effective when evaluating the efficiency in daily use since the users are not able to predict how they will interact with the system when they have become skilled.

There are also several different inspection methods available. One such method is *cognitive walkthrough* (Polson, Lewis, Rieman, & Wharton, 1992). With this method an evaluator examines each action in a solution path and tries to tell a credible story describing why the expected user would choose a certain action. The story is based on assumptions about the user’s background, knowledge and goals, and on understanding the problem solving process that enables a user to guess the correct action. Cognitive walkthrough is an inspection method that focuses on evaluating a design for ease of learning, particularly by exploration. It is more difficult to evaluate efficiency in daily use. Problems concerning the content of the interface are rarely identified, due to the evaluator’s limited domain knowledge.
Another inspection method is *heuristic evaluation* (Nielsen & Molich, 1990). The evaluator uses sets of guidelines (i.e., heuristics) and compares those with the interface. The heuristics form a checklist that the evaluator uses during his/her work. The method is easy to learn and inexpensive to use. With heuristic evaluation, it is possible to identify many usability problems and it is possible to evaluate early on in the design phase. Unfortunately, it is difficult for end-users without knowledge in HCI to use this method. However, heuristic evaluation can be useful when evaluating the style (i.e., look and feel) of the interface. The heuristics that Nielsen (1993) suggests work for a broad range of interfaces but have an emphasis on ease of learning. The heuristics are not “optimised” for identification of usability problems concerning efficiency in daily use.

Recently, a series of methods for measuring usability has been developed in the ESPRIT MUSIC project (Corbett, Macleod, & Kelly, 1993). The usability of a product is defined through analytic, performance, cognitive workload, and user attitude measures. Analytic measures are performed early and are based on a dynamic model of the user interface and on the user tasks. It estimates performance parameters for human interaction dependent on the use of specific interface objects. Using the DRUM tool for analysis of video recording can enhance performance measurement. Cognitive workload is measured through heart rate variability and respiration and subjectively by the use of questionnaires. Additionally, questionnaires are used to measure user attitudes. This is an extensive method that can be employed in a number of evaluations. However, measuring efficiency in daily use requires that the users have learned how to use the system which can be rather time consuming.

6. The thesis.

6.1. Introduction

The decision of creating a new or improving an information system can be the result of a more thorough analysis of the company or of the users’ work situation, an adjustment to a changing world or a hope for better efficiency. When changing the information system, however, it is important to consider work organisation, information handling and competence concurrently (Gulliksen, Lind, Lif, & Sandblad, 1995). If the organisation is changed there might be a need to change the information system as well. New computer support requires new competence, and so on. It is therefore necessary to perform some kind of expectation analysis, where different staff categories can specify expectations regarding work organisation, work procedures and support systems. Analysing the users’ current work situation is simply not enough. It is also essential to model the users’ future work, otherwise there is a great
risk that current work practices will be embodied in the new information system. In this thesis the focus is on how to design the user interface of an information system in a way that it will support the users in their work.

The design of a computer system is seldom the result of one person’s work. In most complex development projects, people with different background and expertise are responsible for different parts of the system. Users, software engineers, designers and several other related professionals have to co-operate to create a usable information system. To be able to communicate unambiguously and effectively, these people need a common language. It is not possible to transfer all knowledge from one group to another or from one phase to another without loosing some information. The “gaps” in which information is lost can be a severe obstacle in the development process. “Methodologies for design can bridge or narrow these gaps, improve knowledge communication, make development more efficient and economic, prevent unnecessary work and produce usable interfaces” (Gulliksen et al., 1995, p. 954).

The user interface is the only part of the system with which the user is in direct contact. “The needs of the user should dominate the design of the interface, and the needs of the interface should dominate the design of the rest of the system.” (Norman, 1986, p. 61). User requirements can be gathered through systems analysis which aims at describing the users’ future work by specifying different models, such as a data model and a data flow diagram. Methods for systems analysis can be very supportive in the development of several parts of the information system. However, the aid for designing the interface based on these methods are limited (e.g., Floyd, 1986). A new approach to the entire process of interface design is suggested in order to narrow the gap between analysis and user interface design. By introducing useful methods for analysis, user interface design and evaluation enhance the possibilities for creating usable interfaces. The methods should be used in conjunction with existing methods for systems analysis. However, the methods as such are not the solution to all problems. The role of the designer is also important. To make optimal use of the users’ domain knowledge, it is also necessary to include these methods in a user-centred design process. Three criteria are suggested to enhance the user interface design process (Figure 3):

1. Use methods to support user interface design
2. Iterative user-centred systems development
3. Include a user interface designer with usability knowledge
The kind of work we primarily study can be characterised as administrative case handling work performed by skilled professionals. These professionals only use and appreciate an information system as long as it effectively supports the main purpose of the task such as to perform case handling (Gulliksen, 1996). Computer systems supporting this work can be found in, for example, banks, health care and economic administration. More general-purpose systems, including word processing, spreadsheets or pure data-entry, are not considered here.

This thesis describes different constituents of the development process introduced to bridge the gap between analysis and user interface design (Figure 4). Two methods for analysing the users’ work are presented. These methods are used as a complement to traditional methods for systems analysis in order to gather user requirements that are relevant for the user interface design process. Analysis of Information Utilisation, AIU, (Paper I) is performed through observation interviews with users while they perform their work. The method aims at specifying how information is being used in a work situation. User Interface Modelling, UIM, (Paper II) is performed in modelling sessions with users, software engineers and designers. It is primarily intended to be used as a complement to use cases. Three models are specified,
suitable for the design of the user interface: A goal model; an actor’s model; a work situation model. AIU and UIM can be applied separately or in conjunction with each other, depending on the particular development project. The third paper describes a workspace metaphor suitable for administrative information systems. AIU and UIM support the use of this metaphor. The actual user interface design is an iterative process, where in each iteration the user interface should be evaluated and redesigned. Paper IV presents a method, ESC, for evaluating the style (i.e., look and feel) and the content (i.e., substance) of the interface separately, to make best use of the users’ and the designers’ knowledge. The objective of this method is to guide the design of the user interface towards a usable system. Each such iteration has to be short to be cost efficient. Paper V describes a case study where this whole approach to design is used in an applied project. The last paper introduces a method for identifying work environment problems caused by an information system. The method is intended to be employed by Occupational Health Care experts and focuses especially on factors concerning cognitive load.
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**Figure 4.** The gap between analysis and design can be bridged, or at least narrowed, with the introduction of methodologies for user interface design.

My approach to design can be viewed upon as a process of optimising the interface based on the different requirements on the system (Figure 5). The introduction of methods for analysing user requirements, such as AIU and UIM, can enable the design of the initial prototype to come fairly close to the “optimal” solution. By evaluating the style and content and then redesign the interface in an iterative process the prototype will come closer and closer to what the users need.
Figure 5. Analysis of Information Utilisation (AIU) or User Interface Modelling (UIM) enables the initial prototype to come fairly close to what the users require. The design can be “optimised” by, in each iteration, Evaluate the Style and Content separately (ESC) and then redesign the interface.

6.2. Method

“The purpose of research in science is to bring a higher level of confidence and certainty to our understanding than is possible by belief, faith, or reason alone. Science therefore requires a highly critical attitude.” (Neale & Liebert, 1986, p. 9)

HCI research has a short history compared with many other disciplines. To help establish HCI and its contribution to the world of science, the research emanating from its corridors has to follow the established scientific “rules.” HCI is a broad area of research and scientific methods are borrowed from both natural, behavioural and social sciences. The methods that are best suited depend on the purpose of the studies.

Reliability and validity

Reliability and validity are highly visible concepts in science. Reliability is concerned with the consistency or stability of a test or measure from one occasion to the next. When repeated measurements of the same phenomenon yield identical or very similar results, the measurement instrument is said to have high reliability. Validity, which should not be confused with reliability, refers to a measurement instrument or a test that measures what it is presumed to measure; the degree to which a measure or test is free of systematic error. A classic example is the IQ test. There are several reliable IQ-tests, but how do we know that the IQ tests really measure intelligence?
Quantitative versus Qualitative studies

Within quantitative research, reliability and validity can be presented as numbers, making it possible to compare different tests. In qualitative research, the concepts are not as clear. There are different notions on the how to define whether a study is valid or not. Kvale (1989) stresses that validation in qualitative research comes from investigating, continuously checking, questioning and theorising on the nature of the investigated phenomena. In a broad sense a study can be regarded as valid if the reliability has been checked, if there is an assurance that empirical evidence exists and whether the data has been analysed in a proper way (Svensson, 1996).

Gummesson (1991) emphasises that to obtain validity it is sometimes necessary to collect data from different sources. By comparing these results, better support for the validity of the results can be achieved.

It is not always obvious when a quantitative study is more appropriate than a qualitative study and vice versa. Although in quantitative studies results are given in hard numbers that are easy to compare, they do not always capture aspects of the studied situation that are not “visible.” It can be difficult to “read between the lines” when using quantitative methods. Qualitative methods, on the other hand, can be the solution when a deeper understanding is sought after. Questions like why and how are sometimes easier to answer when using a qualitative method. A combination of the two is often the best solution. Questionnaires can be used, for instance, to identify different problems within a given area, and qualitative interviews can be performed to unravel a deeper understanding as to why the problems occur.

Laboratory versus Field studies

Studies can be performed in either a laboratory setting or in a field setting. A laboratory setting has an advantage in that it allows the researcher to control the variables under study systematically. Extraneous (confounding) variables are easier to eliminate or neutralise. A disadvantage with laboratory studies is that the subjects know they are being investigated and thus are less likely to act naturally and spontaneously. A further disadvantage is that the environment is novel (Neale & Liebert, 1986) and runs the risk of being artificial. A result that points in one direction when performed in the laboratory is not necessarily valid in the field. A field study has the advantage that it is performed in an environment well-known to the subjects. On the other hand, it is more difficult for the observer to foresee potential disturbance. Both methods have their advantages and disadvantages and the choice of method is highly dependent on the purpose of the study. Sometimes it can be a good idea to perform experiments, both in a laboratory setting and out in the field.

In my thesis most of the papers describe methods for analysis, design and evaluation of user interfaces. When developing methods, we are more interested in a holistic
view then when studying a smaller part of the design process (e.g., how an information entity is perceived). Gummesson (1991) asserts that the whole is not always the sum of its parts. It is seldom possible to compare different methods within a project because of time limits and costs. Still, it is essential to understand how methods can be applied in a real context. Goldkuhl (1994) argues that methods can be regarded as “good” if they are “well-grounded.” Goldkuhl has proposed the following criteria for such a process.

- **Internally grounded**: The method should be internally congruent; the different parts of the method should be consistent and fit well together.

- **Empirically grounded**: The method should be empirically tested and evaluated. Empirical data should be collected and the method should be evaluated in relation to these results. This can be done in different ways such as through action research, experiments in laboratories or by post-studies of usage of the method.

- **Theoretically grounded**: The method should be evaluated against and related to existing theory.

**Action Research**

When performing action research, two groups of people are involved, namely the researchers and the clients. Usually the client has a practical problem to be solved. The researchers are experts in the particular problem domain and are therefore involved in the client’s work. In action research, the researcher is not an independent observer; instead, he takes an active part in the process of identifying new solutions to a certain problem. If the action research is performed properly, both parties will receive benefits from the co-operation. The client will be provided a solution to the problem and hopefully gain new knowledge and results will be readily available to the researcher that can be used in terms of scientific contribution.

Authors have defined the term Action Research differently, though the most widely accepted definition is the one given by Rapoport (1970, p. 499). According to this investigator, “Action research aims to contribute both to the practical concerns of people in an immediate problematic situation and to the goals of social science by joint collaboration within a mutually acceptable ethical framework.”

Rapoport discusses three dilemmas in action research related to the issues of ethics, goals and initiatives. The ethical dilemma concerns aspects related to confidentiality and protection of the subjects. Another potential conflict is that of being able to spread the results within the academia and at the same time avoid making the
clients’ internal secrets available to competitors. The goal dilemmas are related to the different goals of the client and the researcher. Usually the client’s primary goal is to obtain a solution to a specific problem. The researchers are more concerned with results that lead to a fuller understanding within their field of inquiry. It is necessary that the researcher is given time to perform high-quality research, including in-dept understanding and evaluation. Rapoport also means that the initiative in carrying out different studies not only should come from the client but also from the researcher.

Warmington (1980) also points out some problems concerning the goals, values and roles in action research. He suggests that the goals are highly integrated with personal goals (e.g., that the researcher needs to gain some rewards from the research) and that the managerial has goals concerning recognition in the organisational hierarchy. Warmington further claims that the researcher and the clients often have different values. The researcher is treated to be critical to new ideas, while support and encouragement are more common in a company in order to generate new solutions. The role of the researcher is also discussed since it can be difficult to be both an academic outsider and work as a colleague to the members of the organisation.

Action research places high demands on the researcher. It is expected of the researcher to adjust and choose methods according to new requirements in a changing environment (e.g., new deadlines may appear in the project, people may switch positions in the organisation, etc.).

**Choice of method**

During the past several years, I have been involved in several applied development projects, most of which have been connected with the Swedish National Tax Board. The research method that has been applied to some of these projects reflects an action research approach. The co-operation with the client started about three years ago. Initially, we were invited as observers in order to collect data and to gain knowledge about the processes involved. Field studies, observations and interviews were all employed as a means to collect data. We collected documentation and attended meetings that concerned the various projects. In some projects we participated as experts in design and evaluation and supported the software engineers in the design process. This enabled us to identify weaknesses in the systems development process and define areas where new methods and tools were needed. New methods were then developed and evaluated within different projects. The results of these evaluations were used for further refinements of the methods.

Both quantitative and qualitative methods have been applied depending on the kind of studies that were performed. Most of my work has been performed under field
conditions since I believe that this technique allows the researcher to study behaviour in real-life situations.

6.3. Summary of the papers

**Paper I - Analysis of Information Utilization (AIU)**

Analysis of Information Utilisation (AIU) is a method for specifying how information entities encountered in the information analysis are being used in a work situation. AIU aims at capturing aspects of the user’s work that are not modelled in traditional information analysis. AIU focuses particularly on factors of computer-supported work that are related to cognitive load. For the skilled user, it is important to minimise the cognitive load caused by the information system to enable the user to work effectively. The results of the method support the human-computer interface designer with relevant and appropriate information.

An important concept within AIU is the work task. A work task is defined as a continuous moment of work specifically performed to reach a goal. Such a task includes some kind of judgement that is terminated by a decision, which is defined as made when it has been documented. This definition is because all administrative work includes judgements and decisions. Creating user interfaces that effectively support the user while performing these tasks will decrease the amount of cognitive workload.

AIU is performed through “observation-interviews” with representative users while they perform their work. Studying the users in their actual work situation increases the possibility to identify processes that the users are not aware of (e.g., because they have been automised; Schneider & Shiffrin, 1977). This implicit knowledge is difficult for users to mediate but, by interviewing them while they perform their work, the performance can be identified and analysed. Another reason for performing observation interviews is that professional users often apply ingenuity in solving tasks that can be of interest when creating the information systems.

The paper describes the method of analysis of information utilisation, and what information that has to be documented while performing the analysis. It suggests how the method can be incorporated into existing in-house development methodologies. AIU is not a new method for system development, but complements today’s methods for systems analysis with more design-relevant information. To illustrate, an example is presented describing interface design based on AIU in a system development project within the Swedish National Tax Board.
**Paper II - User Interface Modelling - adding usability to use cases**

This paper describes a methodology for gathering users’ requirements relevant for the design of the user interface. The method is to be employed in conjunction with use case modelling. Use cases are modelled for specifying the functionality of the system according to an object-oriented approach.

User Interface Modelling (UIM) has been developed with the designer in focus. The main task of the designer is to optimise the user interface based on different requirements. To facilitate this task, three different models are defined, namely a goal model, an actor’s model and a work situation model.

The goal model is a specification of high level goals that the users want to achieve when working with the information system. The specified goals are important when making design decisions based on the different requirements.

The actor’s model is a description of each actor using the system. An actor represents a group of users in which a single user can play the role of several actors. For the designer it is essential to know who these actors are. Characteristics that are described for each actor are position at office, product experience, task experience and frequency of use.

In the work situation model, specification of the different work situations is represented. In each work situation, which can be described as a core work task, the user communicates with different use cases. When designing the interface, it is important to support the users in these work situations. The objects needed and the actions performed by the actors are documented for each use case in a work situation. Finally, there are characteristics of the attributes and operations that have not been documented in the data model that should be considered when designing the interface. These characteristics are documented in a diagram.

UIM is performed in modelling sessions with end-users, software engineers and designers. A modelling leader is responsible for the documentation of the models and the guiding of the sessions. UIM is documented with a graphic notation based on the use case approach.

A design example is included to further illustrate the use of the method.

The method has been used and evaluated at the Swedish National Tax Board. The results of the evaluation indicate that UIM is both easy to use and a good support in the design process.

Paper III - Workspaces enhance efficiency - Theories, concepts and a case study

This paper presents a workspace metaphor intended to be applied when designing user interfaces for administrative systems. The metaphor is suggested as an alternative to the commonly used multiple-windows metaphor.

Two different approaches to design are discussed: The process-oriented and the workspace-oriented approach. The authors claim that the process-oriented approach invites the designer to create fragmental user interfaces that can cause unnecessary cognitive load. With a workspace-oriented approach the users' work is analysed in terms of work situations (i.e., core work tasks), that can be effectively supported with the use of the workspace metaphor.

Each workspace is here defined as a “full screen” that corresponds to a work situation. Such a workspace must include all tools and information needed by the user to complete a work task. Several work tasks can be performed in each workspace and the user can switch between different workspaces via a panel that can be visualised upon demand. This ability to change workspaces facilitates overview and navigation.

Some recommendations on how to design an effective interface when using this metaphor are presented.

The paper also describes a case study performed at the Swedish National Tax Board where this metaphor was implemented in an applied project.

Paper IV - Evaluating Style and Content separately during the design of the user interface

During our work within different development projects, we have seen that a user centred approach to design does not necessarily lead to a user interface that is optimal for the end-users. One reason for this is that the users’ and the designers’ knowledge are not utilised in a proper way during the design process. To overcome this problem an evaluation method is introduced where the style (i.e., look and feel) and the content (i.e., substance) of the interface are evaluated separately.

The first phase of evaluation (style) is an inspection of the interface performed by persons with HCI-knowledge. The second phase (content) is an evaluation performed together with a group of potential end-users based on a number of scenarios. Both phases include a checklist with “heuristics” to guide the evaluation. We have made a clear distinction between heuristics concerning the contents and heuristics concerning the style of the interface. By including this distinction, each group of evaluators can put more effort into the area where they are experts. Users are experts on the work to be supported by the system and HCI-people are experts on usability issues. When HCI experts inspect an interface, they are probably able to determine if, for
example, default values are needed. However, the users themselves are probably better at determining which values that should be shown by default. With this distinction, the evaluation can be made more cost efficient.

The evaluation method presented in this paper is meant to be included early in the iterative design process as a tool to guide the development of the interface towards a design with high usability. It is easier to improve a prototype if the potential usability problems are discovered early. The method can be applied even if the first prototype is only a paper mock-up.

The method has been evaluated in two studies. The first study showed that it was possible to split the evaluation into contents and style. The second study showed that it was possible to identify more potential usability problems when using this method, then without support from a method.

**Paper V - Adding usability - a case study**

This paper presents a case study performed at the Medical Products Agency (MPA) in Sweden. The purpose of this study was to use some of the methods described in this thesis in an applied project. A combination of Analysis of Information Utilisation and User Interface Modelling has been used to accrue requirements relevant for the design. These methods served as a complement to existing models. The results of AIU/UIM were applied as an input for the design process.

The design was performed in an iterative process. During each iteration the prototypes were evaluated and redesigned. The style and the content of the interface were evaluated separately using ESC. The end-users evaluated the contents of the interface and the usability experts evaluated style.

Two studies were performed. Study one showed that the results of AIU/UIM were a good support for the design of the first prototype. Study two showed that more usability problems were identified when using ESC than when using heuristic evaluation.

**Paper VI - A Practical Method for Evaluation of Human-Computer Interfaces.**

This paper introduces a method (ADA) for evaluating information systems in use. This method was originally developed for the Swedish Occupational Health Care as a complement to their more traditional methods for evaluating the physical and psychosocial work environment.

The ADA method aims to identify usability and cognitive work environment problems in computer supported work. The results from this evaluation are to be
An ADA evaluation is performed as “observation interviews” with different categories of users under actual work conditions. The method is meant to be applied in the end-users ordinary work environment. During each ADA evaluation, an evaluator identifies potential problems. An interview guide with major usability aspects is always available to support the evaluator. The findings are interpreted using an interpretation guide.

An evaluation of the ADA method is presented based on results from usage at three different systems. The results indicate that the reliability and the validity of the method are high.

### 7. Discussion

#### 7.1. A new approach to design

A new approach to design of user interfaces is introduced in this thesis. I have presented methods for the entire chain of modelling, user interface design and evaluation. These methods are meant to be used in conjunction with existing methodologies for systems analyses to increase the possibilities of creating usable user interfaces. The methods should be included in a user-centred iterative systems development process. Thus far, this approach has only been employed for information systems in the administrative domain. However, there are reasons to believe that it is applicable in other domains as well.

The methods presented in this thesis have shown to be a good support for user interface design. However, to utilise the strength of the methods fully, a user interface designer with skills in usability should be involved in the development process. Unfortunately HCI experts are rarely included in system development projects, at least in Sweden. Software engineers, who seldom have the time, experience or interest needed to design a usable system are often those who are responsible for the user interface design. They are usually more concerned about creating a system that fulfills the functional requirements. This is of course important, but it is not enough, the usability of the system is also essential. There is a need to establish a role of a designer in systems development projects. A designer can function as a link between users and software engineers, as a kind of "defender" for the users. Designing user interfaces requires experience and skill. Many system development projects extend over a long period, some as long as three to four years. The time given to design a prototype in such a project may be less then four months. Since the software engineers often participate throughout the entire project, they do not have
the opportunity to acquire the experience necessary to design interfaces. It would be more appropriate to be assigned a specific role that allows one to concentrate on interface design only, and then advance to the next project to gain more skill and experience in interface design.

If a designer only creates the user interface, the design must be documented so that it can be implemented by the software engineers. Usually the prototype is the only documentation of the design. We have seen examples in which the prototype and the final product are completely different, indicating that several changes have been brought about during the long process from prototype to final product. Design decisions are continuously being made during construction, due to constraints in the development tool, change in plans, etc. However, the individuals coding the application have to realise that there is a reason for every design decision and that it is not appropriate to make changes without considering the costs in usability. One way to overcome this problem could be to continue with evaluations throughout the coding process. Both designers and users should be able to review the system several times before it is complete. We are currently planning to study the role of the designer more carefully. Interesting questions are: Which skills are required? How can the designer play an integrated role in system development? How can users, software engineers and designers communicate during this process?

7.2. HCI in practice
Bellotti (1988) found that HCI methods were not widely used in real development projects 10 years ago. Similar results have been found in Swedish settings in a more recent study by Katzeff & Svärd (1995). On the other hand, this study also shows that most companies are cognisant that they have a need for new methodologies. Every year new methods emerge from the academia, though, they have had very limited impact on the practitioners. I think there are several reasons for this paradox. First, learning to use a method takes time. Even if most project leaders know that a good method could be helpful, they are not prepared to run the risk of altering their time schedule. Another problem is that several methods developed in academia never succeed in leaving the desk. To be able to “sell” a method, it has to be integrated in tools and marketed outside the ordinary channels for reporting research results (e.g., conferences and journals). It has to become a well-defined product. Some people would argue that academia is only responsible for producing research results and that practitioners are free to use these findings in product development. Obviously, this does not work. I think that it is crucial to develop and maintain a good relation to practitioners that are interested in creating and advertising a product. In my particular field, I have had the opportunity to work in co-operation with different companies and use the methods in real development projects. This has been extremely fruitful, both because I have been able to evaluate my work in a real
context and also because some of my work has become an integrated part of the practitioners’ development tools.

I believe that many companies are simply not aware of the need for usability. One way to “market” usability is to show that it can be profitable. There exists a body of literature with success stories showing that a usable interface can increase the productivity in a company, but this in itself is not enough. The demands have to come from the potential end-users, both concerning commercial products and in in-house development projects. If the users can make the developers aware of the importance of usability, then more resources has to be allocated to the design process. Internet might be of some help here. With the introduction of Internet, more people operate computers on a daily basis. Media has begun to write about usability and “user-friendly” interfaces and ordinary people have acquired an interest in the subject. When users judge the usability of a product instead of just the number of functions, the market will be forced to react, which should lead to discernible changes.

7.3. HCI in the future

When discussing computers today, we usually refer to a PC with a display, keyboard and mouse. This kind of device will not disappear within the immediate future. However, computers will definitely play a vital role in our future everyday life, but not in the way, we are used to. Several of our ordinary tools today will be computerised tomorrow (e.g., books, pencils and clothes). The difference is that we will not refer to them as computers but simply an integrated part of our ordinary tools. Virtual reality will also have a considerable impact on many individuals’ everyday life. In the future, it will not be necessary to travel to the United States to meet your relatives when you can meet them virtually in your living room. Computers will be operated by more people at work and in their homes, for both amusement as well as for solving practical problems. We have already witnessed an incredible explosion in the use of the Internet for all kinds of services. No matter what kind of technical devices that will be used in the future, it will still be important to understand the users and their needs. An interesting challenge for the future is to adjust the methods presented in this paper to support development of usable systems for 3D or virtual reality applications. I have confidence in that the usability issues will become more important as the technical revolution continues. I hope that we will see new and useful products that are not just propelled by the technical revolution but also by the actual needs of the people.
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