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Deep Learning: A recent example

First steps towards an autonomous system that learns by
itself from raw pixel data.

Trial: 3 Frame: 94

J.-A. M. Assael, N. Wahlström, T. B. Schön, and M. P. Deisenroth. Data-Efficient Learning of Feedback
Policies from Image Pixels using Deep Dynamical Models. In Deep Reinforc. Learning WS at the Conference
on Neural Information Processing Systems (NIPS), Montréal, Canada, Dec. 2015.

1 / 25 niklas.wahlstrom@it.uu.se Guest lecture: Empirical modeling (HT 2016)

mailto:niklas.wahlstrom@it.uu.se


Deep Learning: A recent example

First steps towards an autonomous system that learns by
itself from raw pixel data.

J.-A. M. Assael, N. Wahlström, T. B. Schön, and M. P. Deisenroth. Data-Efficient Learning of Feedback
Policies from Image Pixels using Deep Dynamical Models. In Deep Reinforc. Learning WS at the Conference
on Neural Information Processing Systems (NIPS), Montréal, Canada, Dec. 2015.
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Deep Learning: Another recent example

Generate caption automatically from images

Neural Image Caption Generation with Visual Attention

Figure 2. Attention over time. As the model generates each word, its attention changes to reflect the relevant parts of the image. “soft”
(top row) vs “hard” (bottom row) attention. (Note that both models generated the same captions in this example.)

Figure 3. Examples of attending to the correct object (white indicates the attended regions, underlines indicated the corresponding word)

two variants: a “hard” attention mechanism and a “soft”
attention mechanism. We also show how one advantage of
including attention is the ability to visualize what the model
“sees”. Encouraged by recent advances in caption genera-
tion and inspired by recent success in employing attention
in machine translation (Bahdanau et al., 2014) and object
recognition (Ba et al., 2014; Mnih et al., 2014), we investi-
gate models that can attend to salient part of an image while
generating its caption.

The contributions of this paper are the following:
• We introduce two attention-based image caption gen-

erators under a common framework (Sec. 3.1): 1) a
“soft” deterministic attention mechanism trainable by
standard back-propagation methods and 2) a “hard”
stochastic attention mechanism trainable by maximiz-
ing an approximate variational lower bound or equiv-
alently by REINFORCE (Williams, 1992).

• We show how we can gain insight and interpret the
results of this framework by visualizing “where” and
“what” the attention focused on. (see Sec. 5.4)

• Finally, we quantitatively validate the usefulness of
attention in caption generation with state of the art
performance (Sec. 5.3) on three benchmark datasets:
Flickr8k (Hodosh et al., 2013) , Flickr30k (Young
et al., 2014) and the MS COCO dataset (Lin et al.,
2014).

2. Related Work
In this section we provide relevant background on previous
work on image caption generation and attention. Recently,
several methods have been proposed for generating image
descriptions. Many of these methods are based on recur-
rent neural networks and inspired by the successful use of
sequence to sequence training with neural networks for ma-
chine translation (Cho et al., 2014; Bahdanau et al., 2014;
Sutskever et al., 2014). One major reason image caption
generation is well suited to the encoder-decoder framework
(Cho et al., 2014) of machine translation is because it is
analogous to “translating” an image to a sentence.

The first approach to use neural networks for caption gener-
ation was Kiros et al. (2014a), who proposed a multimodal
log-bilinear model that was biased by features from the im-
age. This work was later followed by Kiros et al. (2014b)
whose method was designed to explicitly allow a natural
way of doing both ranking and generation. Mao et al.
(2014) took a similar approach to generation but replaced a
feed-forward neural language model with a recurrent one.
Both Vinyals et al. (2014) and Donahue et al. (2014) use
LSTM RNNs for their models. Unlike Kiros et al. (2014a)
and Mao et al. (2014) whose models see the image at each
time step of the output word sequence, Vinyals et al. (2014)
only show the image to the RNN at the beginning. Along

Xu, K., Lei Ba, J., Kiros, R., Cho, K., Courville, A., Salakhutdinov, R. Richard S. Zemel, R. S., and Bengio, Y.
Show, attend and tell: neural image caption generation with visual attention. In Proceedings of the 32nd
International Conference on Machine Learning (ICML), Lille, France, July, 2015.
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A few examples where it failed

Neural Image Caption Generation with Visual Attention

Figure 5. Examples of mistakes where we can use attention to gain intuition into what the model saw.

Equation 11 suggests a Monte Carlo based sampling ap-
proximation of the gradient with respect to the model pa-
rameters. This can be done by sampling the location st
from a multinouilli distribution defined by Equation 8.

s̃t ∼ MultinoulliL({αi})

∂Ls
∂W

≈ 1

N

N∑

n=1

[
∂ log p(y | s̃n,a)

∂W
+

log p(y | s̃n,a)∂ log p(s̃
n | a)

∂W

]
(12)

A moving average baseline is used to reduce the vari-
ance in the Monte Carlo estimator of the gradient, follow-
ing Weaver & Tao (2001). Similar, but more complicated
variance reduction techniques have previously been used
by Mnih et al. (2014) and Ba et al. (2014). Upon seeing the
kth mini-batch, the moving average baseline is estimated
as an accumulated sum of the previous log likelihoods with
exponential decay:

bk = 0.9× bk−1 + 0.1× log p(y | s̃k,a)

To further reduce the estimator variance, an entropy term
on the multinouilli distribution H[s] is added. Also, with
probability 0.5 for a given image, we set the sampled at-
tention location s̃ to its expected value α. Both techniques
improve the robustness of the stochastic attention learning
algorithm. The final learning rule for the model is then the

following:

∂Ls
∂W

≈ 1

N

N∑

n=1

[
∂ log p(y | s̃n,a)

∂W
+

λr(log p(y | s̃n,a)− b)
∂ log p(s̃n | a)

∂W
+ λe

∂H[s̃n]

∂W

]

where, λr and λe are two hyper-parameters set by cross-
validation. As pointed out and used in Ba et al. (2014)
and Mnih et al. (2014), this is formulation is equivalent to
the REINFORCE learning rule (Williams, 1992), where the
reward for the attention choosing a sequence of actions is
a real value proportional to the log likelihood of the target
sentence under the sampled attention trajectory.

In making a hard choice at every point, φ ({ai} , {αi})
from Equation 6 is a function that returns a sampled ai at
every point in time based upon a multinouilli distribution
parameterized by α.

4.2. Deterministic “Soft” Attention

Learning stochastic attention requires sampling the atten-
tion location st each time, instead we can take the expecta-
tion of the context vector ẑt directly,

Ep(st|a)[ẑt] =

L∑

i=1

αt,iai (13)

and formulate a deterministic attention model by com-
puting a soft attention weighted annotation vector
φ ({ai} , {αi}) =

∑L
i αiai as introduced by Bahdanau

et al. (2014). This corresponds to feeding in a soft α
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Deep learning: On more recent example

An AI defeated a human professional for
the first time in the game of Go

Silver, D. et al. Mastering the game of Go with deep neural networks and tree search, Nature, Vol 529, 484–489
(2016)
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Outline

1. Introduction via three recent applications

2. What is a neural network (NN)?

3. Why do deep neural networks work so well?

a) Why neural networks?
b) Why deep?

4. Some comment, pointers and summary
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Constructing an NN for regression

A neural network (NN) is a nonlinear function y = gθ(ϕ)
from an input variable ϕ to an output variable y

parameterized by θ.

Linear regression models the relationship between a continuous
target variable y and an input variable ϕ,

y =
n∑

i=1

ϕiθi + θ0+ = ϕTθ,

where θ is the parameters composed by the “weights” θi and the
offset (“bias”) term θ0,

θ =
(
θ0 θ1 θ2 · · · θn

)T
,

ϕ =
(
1 ϕ1 ϕ2 · · · ϕn

)T
.
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Generalized linear regression

We can generalize this by introducing nonlinear transformations of
the predictor ϕTθ,

y = f(ϕTθ).

Let us consider an example of a feed-forward NN, indicating that
the information flows from the input to the output layer.
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NN for regression – an example

1. Form m1 linear combinations of the input ϕ ∈ Rn

a
(1)
j =

n∑

i=1

θ
(1)
ji ϕi + ϕ

(1)
j0 , j = 1, . . . ,m1.

2. Apply a nonlinear transformation

zj = f
(
a
(1)
j

)
, j = 1, . . . ,m1.

3. Form my linear combinations of z ∈ Rm1

yk =

my∑

j=1

θ
(2)
kj zj + θ

(2)
k0 , k = 1, . . . ,my.
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NN for regression – an example

ŷk(θ) =

m1∑

j=1

θ
(2)
kj f

(
n∑

i=1

θ
(1)
ji ϕi + θ

(1)
j0

)
+ θ

(2)
k0

...

f

f

f

...f

f

...

ϕ1

ϕ2

ϕn

z1

ŷ1

ŷmy

θ
(1)
11 θ

(2)
11

Inputs Hidden layer Output layer
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Multi-layer neural networks

We can think of the neural network as a sequential/recursive
construction of several generalized linear regressions.

Each layer in a multi-layer NN is modelled as

z(l+1) = f
(

Θ(l+1)z(l) + θ
(l+1)
0

)
,

starting with the input z(0) = ϕ. (The nonlinearity operates
element-wise.)

The scalar nonlinear function f(·) is what makes the neural
network nonlinear. Common functions are f(z) = 1/(1 + e−z),
f(z) = tanh(z) and f(z) = max(0, z).

The so-called rectified linear unit (ReLU) f(z) = max(0, z) is
heavily used for deep architectures.
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Outline

1. Introduction via three recent applications

2. What is a neural network (NN)?

3. Why do deep neural networks work so well?
a) Why neural networks?
b) Why deep?

4. Some comment, pointers and summary
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Why do deep neural networks work so well?

Example: Image classification

Input: pixels of an image
Output: object identity

I 1 megapixel
(black/white) ⇒
21

′000′000 possible
images!

I A deep neural
network can solve
this with a few
million parameters!

How can deep neural networks work so well?
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Why neural networks?

Continuous multiplication gate
A neural network with only four hidden units can model
multiplication of two numbers arbitrarily well.

ϕ1

ϕ2

f

f

f

f

ŷ ≈ ϕ1 ∗ ϕ2

λ

λ
−λ
−λ
λ

−λ
−λ
λ

µ

µ

−µ
−µ

If we choose µ = 1
4λ2f ′′(0) then ŷ → ϕ1 ∗ ϕ2 when λ→ 0.

Henry W. Lin and Max Tegmark. (2016) Why does deep and cheap learning work so well?, arXiv

14 / 25 niklas.wahlstrom@it.uu.se Guest lecture: Empirical modeling (HT 2016)

mailto:niklas.wahlstrom@it.uu.se


A regression example

Input: u ∈ R1000

Output: y ∈ R
Task: Model a quadratic relationship between y and u

Linear regression

ŷ = u1u1θ1,1 + u1u2θ1,2 + · · ·+ u1000u1000θ1000,1000 = ϕTθ

where

ϕ =
[
u1u1 u1u2 . . . u1000u1000

]T

θ =
[
θ1,1 θ1,2 . . . θ1000,1000

]T

Requires ≈ 1’000∗1’000
2 = 500’000 parameters!

Neural network
To model all products with a neural network we would need
4 ∗ 500’000 = 2 ∗ 106 hidden units and hence 2 billion parameters...

... ...

u1

u2

u3

u1000

z1

z2’000’000

ŷ

1000 ∗ (2 ∗ 106) + 2 ∗ 106 ≈ 2 ∗ 109 param.
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A regression example (cont.)

Input: u ∈ R1000

Output: y ∈ R
Task: Model a quadratic relationship between y and u

Assume that only 10 of the regressors uiuj are of importance

Linear regression

ŷ = u1u1θ1,1 + u1u2θ1,2 + · · ·+ u1000u1000θ1000,1000 = ϕTθ

where

ϕ =
[
u1u1 u1u2 . . . u1000u1000

]T

θ =
[
θ1,1 θ1,2 . . . θ1000,1000

]T

You probably want to regularize, but 500’000 parameters are still
required!

Neural network
To model 10 products with a neural network we would need 4*10
hidden units, i.e. leading to only ≈ 40’000 parameters!

...

...

u1

u2

u3

u1000

z1

z40
ŷ

1000*40 + 40 = 40’040
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3. Why do deep neural networks work so well?
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Why deep? - A regression example

I Consider the same example. Now we want a model with
complexity corresponding to polynomials of degree 1’000.

I Keep 250 products in each layer⇒ 250∗4=1’000 hidden units.

...
...

...
...

...
...

...
...

...
...

...

u1

u2

u3

u1000

z
(1)
1

z
(1)
1000

z
(10)
1

z
(10)
1000

ŷ

106+106+106+106+106+106+106+106+106+106+103︸ ︷︷ ︸
≈107 parameters

Linear regression would require ≈ 10001000

1000! parameters to model
such a relationship...
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Why deep? - Image classification

Example: Image classification

Input: pixels of an image
Output: object identity
Each hidden layer extracts
increasingly abstract
features.

Zeiler, M. D. and Fergus, R. Visualizing and understanding convolutional networks

Computer Vision - ECCV (2014).
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Deep neural networks

Deep learning methods allow a machine to make use of raw data
to automatically discover the representations (abstractions) that
are necessary to solve a particular task.

It is accomplished by using multiple levels of representation.
Each level transforms the representation at the previous level into a
new and more abstract representation,

z(l+1) = f
(
W (l+1)z(l) + b(l+1)

)
,

starting from the input (raw data) z(0) = u.

Key aspect: The layers are not designed by human engineers,
they are generated from (typically lots of) data using a learning
procedure and lots of computations.
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Some comments - Why now?

Neural networks have been around for more than fifty years. Why
have they become so popular now (again)?

To solve really interesting problems you need:

1. Efficient learning algorithms

2. Efficient computational hardware

3. A lot of labeled data!

These three factors have not been fulfilled to a satisfactory level
until the last 5-10 years.
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Some pointers

A book is being written at the moment
I. Goodfellow, Y. Bengio and A. Courville Deep learning Book in preparation for MIT Press,

http://www.deeplearningbook.org/

A well written and timely introduction:
LeCun, Y., Bengio, Y., and Hinton, G. (2015) Deep learning, Nature, 521(7553), 436–444.

Details about the multiplication gate

Henry W. Lin and Max Tegmark. (2016) Why does deep and cheap learning work so well?, arXiv

You will also find more material than you can possibly want here

http://deeplearning.net/
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LeCun, Y., Bengio, Y., and Hinton, G. (2015) Deep learning, Nature, 521(7553), 436–444.

Details about the multiplication gate

Henry W. Lin and Max Tegmark. (2016) Why does deep and cheap learning work so well?, arXiv

You will also find more material than you can possibly want here

http://deeplearning.net/
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Summary

A neural network (NN) is a nonlinear function y = gθ(u)
from an input variable u to an output variable y

parameterized by θ.

We can think of an NN as a sequential/recursive construction of
several generalized linear regressions.

Deep learning refers to learning NNs with several hidden layers.
Allows for data-driven models that automatically learns rep. of
data (features) with multiple layers of abstraction.

A deep NN is very parameter efficient when modelling
high-dimensional, complex data.
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Thank you!
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